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Motivation

• AudioDVP [1]: an audio-driven 3D talking face video generation model
• Wav2Lip [2]: a 2D speech-to-lip model

[1] XinWen, MiaoWang, Christian Richardt, Ze-Yin Chen, and Shi-Min Hu, “Photorealistic audio-driven video portraits,” IEEE Transactions on Visualization and Computer Graphics, vol. 
26, no. 12, pp. 3457–3466, 2020.
[2] K R Prajwal, Rudrabha Mukhopadhyay, Vinay P. Namboodiri, and C.V. Jawahar, “A lip sync expert is all you need for speech to lip generation in the wild,” in Proceedings of the 28th 
ACM International Conference on Multimedia, New York, NY, USA, 2020, MM ’20, p. 484–492, Association for Computing Machinery.
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Experiment

using audio in the wild to compare our method with

ATVG, Wav2lip, AudioDVP and MakeIttalk
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Conclusion

Contribution:
• The low-definition pseudo video predicted by Wav2Lip with the target video and LRS2 audio is introduced to 

enhance the audio-driven identity-disentangled ability of talking face generation.

• We train a modified audio-to-expression (A2E) network to guarantee the accurate lip motion driven by 
arbitrary audio, which makes our method possess an powerful audio-driven performance comparable to 
Wav2Lip.

• A modified crop module is introduced for automatically adapting the size of the 3DMM synthetic face to the 
original face area, then enabled our framework to meet the requirements of 4K-definition photo-realistic 
talking face video.

Future work:
• talking face generation based on target identity disentanglement.
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