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Abstract

• An approach for learning binary hash codes for
image retrieval.

• Canonical Correlation Analysis (CCA) is used to
design two loss functions for training the neural
network.

• The correlation between the two views to CCA
is maximized by the network.

• The main motivation of using CCA -
Dimensionality reduction.

• First loss maximizes the correlation between the
hash centers and hash codes.

• Second loss maximizes the correlation between
class labels and classification scores.

• A novel weighted mean and thresholding-based
hash center update scheme for adapting hash
centers is proposed.

• Training loss reaches the theoretcial lower
bound of the proposed loss function.

• The measured mean average precision
outperforms other state-of-the-art methods.

Experimental Setup

• Two multi-labeled datasets, were used for
evaluation of the performance - NUS-WIDE and
MS-COCO.

• Training and test curves were plotted for each
dataset.

• Retrieval performance was measured by
calculating the mean average precision (MAP).

• The neural network architecture used is
ResNet-50.

• Batch size used was 200, learning rate 0.0008
and learning rate decay 0.1 every 10th epoch.

• Optimizer used was Stochastic Gradient
Descent (SGD).

Network Architecture

Proposed Deep Central Similarity Hashing network architecture. ResNet layers are used as the backbone
network. Hashing and classification layer consist of a fully connected layer with subsequent sigmoid
activation. Intermediate layer consists of fully connected layer with ReLU activation.

Algorithm

Proposed DCSH hash center update algorithm.

Results - MSCOCO Results - NUSWIDE MAP values

• MAP value is highest for our approach.

• As the bit length increases MAP values increase as well.

Conclusions

• An efficient approach for learning hash codes for image retrieval is proposed.

• The correlation between hash codes and hash centers is maximized.

• Experiments substantiate formation of an optimized feature space with minimum intra-class scatter and maximum inter-class scatter.

• This is infact possible due to the equivalence of CCA with Linear Discriminant Analysis (LDA).

• As a future work more effective representations of individual classes could be explored.


