
1/17

Towards Robust Visual Transformer Networks via
K-Sparse Attention

IEEE ICASSP 2022 Paper #4604

Sajjad Amini, Shahrokh Ghaemmaghami

Electronics Research Institute
Sharif University of Technology

May 11, 2022

IEEE ICASSP 2022 K-Sparse Attention May 11, 2022



2/17

Table of Contents

1 Prior Art

2 Proposed Method

IEEE ICASSP 2022 K-Sparse Attention May 11, 2022



3/17

Deep Learning Architectures [2]

Strengths

Capable of Feature Engineering

Unstructured data accepted

Self-supervised Efficiency

Multimodality

Challenges

Data Hunger

Loosely Interpretable

Low Robustness

Computational Complexity

Robustness

Boosting Adversarial Attacks with Momentum

Yinpeng Dong1, Fangzhou Liao1, Tianyu Pang1, Hang Su1, Jun Zhu1∗, Xiaolin Hu1, Jianguo Li2
1 Department of Computer Science and Technology, Tsinghua Lab of Brain and Intelligence
1 Beijing National Research Center for Information Science and Technology, BNRist Lab

1 Tsinghua University, 100084 China
2 Intel Labs China

{dyp17, liaofz13, pty17}@mails.tsinghua.edu.cn, {suhangss, dcszj, xlhu}@mail.tsinghua.edu.cn, jianguo.li@intel.com

Abstract

Deep neural networks are vulnerable to adversarial ex-
amples, which poses security concerns on these algorithms
due to the potentially severe consequences. Adversarial at-
tacks serve as an important surrogate to evaluate the ro-
bustness of deep learning models before they are deployed.
However, most of existing adversarial attacks can only fool
a black-box model with a low success rate. To address
this issue, we propose a broad class of momentum-based
iterative algorithms to boost adversarial attacks. By inte-
grating the momentum term into the iterative process for
attacks, our methods can stabilize update directions and
escape from poor local maxima during the iterations, re-
sulting in more transferable adversarial examples. To fur-
ther improve the success rates for black-box attacks, we ap-
ply momentum iterative algorithms to an ensemble of mod-
els, and show that the adversarially trained models with a
strong defense ability are also vulnerable to our black-box
attacks. We hope that the proposed methods will serve as
a benchmark for evaluating the robustness of various deep
models and defense methods. With this method, we won the
first places in NIPS 2017 Non-targeted Adversarial Attack
and Targeted Adversarial Attack competitions.

1. Introduction
Deep neural networks (DNNs) are challenged by their

vulnerability to adversarial examples [23, 5], which are
crafted by adding small, human-imperceptible noises to
legitimate examples, but make a model output attacker-
desired inaccurate predictions. It has garnered an increasing
attention to generating adversarial examples since it helps
to identify the vulnerability of the models before they are
launched. Besides, adversarial samples also facilitate vari-
ous DNN algorithms to assess the robustness by providing

∗Corresponding author.
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Figure 1. We show two adversarial examples generated by the pro-
posed momentum iterative fast gradient sign method (MI-FGSM)
for the Inception v3 [22] model. Left column: the original images.
Middle column: the adversarial noises by applying MI-FGSM for
10 iterations. Right column: the generated adversarial images.
We also show the predicted labels and probabilities of these im-
ages given by the Inception v3.

more varied training data [5, 10].
With the knowledge of the structure and parameters

of a given model, many methods can successfully gener-
ate adversarial examples in the white-box manner, includ-
ing optimization-based methods such as box-constrained L-
BFGS [23], one-step gradient-based methods such as fast
gradient sign [5] and iterative variants of gradient-based
methods [9]. In general, a more severe issue of adversarial
examples is their good transferability [23, 12, 14], i.e., the
adversarial examples crafted for one model remain adver-
sarial for others, thus making black-box attacks practical in
real-world applications and posing real security issues. The
phenomenon of transferability is due to the fact that differ-
ent machine learning models learn similar decision bound-
aries around a data point, making the adversarial examples
crafted for one model also effective for others.

9185

Figure: Sample Adversarial attack [1]
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Convolution vs. Attention
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Closer Look into Attention [3]
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K-Sparse Attention Justification

Justifications

Improve accuracy by blocking the propagation of irrelevant
information

Improve robustness via blocking back-propagation through irrelevant
paths
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Vision Transformers (ViT) [4]

Figure: Visual Transformer Architecture (Photo from [4])
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K-Sparse Attention Formulation

Basic Constrained Formulation

P : min
p

N∑
j=1

D(yj , ŷj) w .r .t ∥wj
i ,l∥0 ≤ K j

i ,l ,

{
0 ≤ i ≤ Il

l ∈ S
where:

p

N, j

yj , ŷj

i , l

wj
i ,l , K

j
i ,l

Il

S

Vector of transformer parameters

Number of training samples, Training set index

Network and target output for j-th sample

Sequence position, layer index

Weight vector and corresponding sparsity level

Sequence length for l-th layer

Regularized attention module set
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K-Sparse Attention Formulation

Unconstrained Formulation

min
p

N∑
j=1

[
D(yj , ŷj) +

∑
l∈S

Il∑
i=1

I
{
∥wj

i ,l∥0 ≤ K j
i ,l

}]
where:

I {∥x∥0 ≤ δ} =

{
0 if ∥x∥0 ≤ δ

∞ if ∥x∥0 > δ
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K-Sparse Attention Formulation

Using Penalty method [5]

Pµ : min
p,{sji,l}

N∑
j=1

[
D(yj , ŷj) +

∑
l∈S

Il∑
i=0

(
I
{
∥sji,l∥0 ≤ K j

i,l

}
+

1

2µj
i,l

∥sji,l −wj
i,l∥

2
2

)]

For µj
i ,l → 0, Pµ can approximate P.

Using proximal mapping:

s(k + 1) = arg min
s

I {∥s∥0 ≤ K} +
1

2µ
∥s−w(k)∥22 = ProxI(w(k)) = [w(k)]K

Using gradient based optimization methods:

p(k + 1) = arg min
p

N∑
j=1

D(yi , ŷi ) +
∑
l∈S

∑
0≤i≤Il

1

2µj
i,l

∥sji,l(k + 1) −wj
i,l∥

2
2


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Final Algorithm

Algorithm pseudocode for the calculation of
Input: Training patterns ({Xi , yi}), N1, N2, c, µ.
Output: Network parameters vector pfinal
1: p0, k = 0 , m = 0
2: while m ≤ N1 do
3: while k ≤ N2 do
4: sji,l (k + 1) = [w j

i,l (k)]K j
i,l
, for i , l and j

5: p(k + 1) = argmin p

∑N
j=1

[
D(yi , ŷi ) +

∑
l∈S

∑
0≤i≤Il

1

2µ
j
i,l

∥sji,l (k + 1)− wj
i,l∥22

]
6: k ← k + 1
7: end while
8: µ← c · µ
9: m← m + 1

10: p0 ← p
11: k = 0
12: end while
13: pfinal ← p
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Sparsity Comparison

Hoyer measure vs. Epochs (Blue: ViT - Red: KSA-ViT)
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Untargeted Adversarial Attacks
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Targeted Adversarial Attacks

Type
CW-L2 CW-Linf

ASR L1 L2 L∞ ASR L1 L2 L∞

Satndard 0.62 27.29 0.74 0.08 ,0.81 ,37.70 ,0.81 ,0.033

Layer 1 0.60 32.71 0.88 0.09 ,0.78 ,46.08 ,0.97 ,0.036

Layer 2 0.57 32.38 0.87 0.09 ,0.76 ,45.82 ,0.96 ,0.036

Layer 3 0.61 30.91 0.83 0.09 ,0.76 ,46.13 ,0.97 ,0.036

Layer 4 0.58 33.46 0.90 0.09 ,0.79 ,46.14 ,0.97 ,0.036

Layer 5 0.56 33.46 0.90 0.09 ,0.77 ,48.06 ,1.00 ,0.036

Layer 6 0.58 32.95 0.88 0.09 ,0.77 ,46.98 ,0.98 ,0.036

All 0.56 34.83 0.93 0.09 ,0.75 ,49.51 ,1.03 ,0.036
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Conclusions

Dense weight vector in the attention module

Lower the generalization of architecture

Provide space for adversarial attacks

K-Sparse attention

Formulation Based on ℓ0 norm regularizer

Solve the problem using penalty method

Limit the weight matrix in an unstructured manner

Improve the generalization performance

Improve adversarial robustness
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