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Task-oriented Dialogs

Offer name: 2g Japanese Brasserie

Restaurant booking scenario

I had 10 restaurants. 2g Japanese
Brasserie is great for you.

Yes, 2g Japanese works. I want to reserve there.

Inform count count: 10

Inform Intent reserve_restaurant: True

Select name: 2g Japanese

User
System

Predict intents and slots for a given utterance.
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Problems
Previous works rely only on single utterances for spoken language understanding.

→ In multi-domain dialogs, it requires back-and-forth interactions to reduce ambiguity.

Dialog Contexts
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Commonsense 
Knowledge

1. Model Joint distribution on intents and slots (Liu et al ‘17). 
-> No contexts.

2. Use the previous turn to compare.
-> Insufficient to model history.

3. Memory network (Chen et al ‘16).
CASA-NLU (Gupta et al ‘19).
-> No temporal information.

4. Sequential Dialogue Network (Bapna et al ‘17).
-> Contexts are condensed.

1. Response generation 
(Zhao et al ‘20, Zheng et al ‘21).
-> SLU is important as well.

2. Knowledge attention (Wang et al ‘19).
-> Single LSTM to encode all knowledge 
and contexts.

Previous work Previous work



Whiskey Tango Foxtrot is the only 
Adult comedy I see playing in your 

area. Would you like to try that
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Example

Is there something that’s maybe a 
good intelligent comedy?
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(maybe; related to; 
uncertainty)

(comedy; is a; 
drama)

Request

genre: comedy

Commonsense Knowledge Intent/Slots

(Foxtrot; related 
to; dance)
(adult; capable of; 
work)

Inform

Movie: Foxtrot

Commonsense Knowledge Intent/Slots

Rating: Adult

(area; is a; region) Distance: area
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Proposed Approach
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Proposed Approach
Context Attention

• Masked transformer decoder
Ø Remain chronological order.
Ø Maintain contextual information.
Ø Store previous calculation.
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Knowledge Fusion

• Knowledge Attention with contexts.
Ø Extract knowledge triples with word matching.
Ø Context-based filtering.
Ø Knowledge-enriched vectors.

𝑟!", 𝑡!": entity vectors.
𝑊: learnable matrices.

Gated Knowledge

• Non-alphabetic words have no 
knowledge.

• Gating mechanism to remove noises.

𝑀: Number of 
knowledge.
[; ]: concatenation.
ℎ!#: dialog contexts.



Experiments
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Multi-turn Dialogue Datasets Baselines

1. MID-SF:
Multi-intent detection with BiLSTMs. 

2. ECA:
LSTM encoder to encoder dialog contexts.

3. KASLUM:
Extract knowledge for joint tasks.

4. CASA:
Encode contexts with DiSAN setnence2token 
and BERT.

5. 𝐊𝐀𝐁𝐄𝐌𝐀𝐅:
Replace our knowledge fusion part with 
attention filter in Wang et al ‘21.

1. MDC:
Microsoft dialogue challenge dataset

2. SGD:
Schema-Guided Dialogue dataset
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train/val/test
(total)

Total 
Labels

Slots

MDC 45k/15k/15k 11 50

SGD 198k/66k/66k 18 89

We randomly select 1000 dialogues for 5 domains.
We use TransE embeddings in ConceptNet as initial knowledge vectors.



Main Results
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• More powerful dialog context encoding network and interactions with knowledge.
• Contexts are useful for dialogue act detection.
• Knowledge is useful for slot filling. 



Visualization
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Conclusion
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1. Human naturally refers commonsense knowledge to current contexts 
for understanding.

2. We propose:
1. Context attention to encoder dialogs.
2. Knowledge attention to take commonsense knowledge into account.

3. The results achieve the best results on joint multi-intent detection and 
slot filling tasks compared with several competitive baselines.

Yes, 2g Japanese works. I want to 
reserve there.

Let me figure out
with contexts and 

knowledge
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