Conformer-Based Self-Supervised Learning for Non-Speech Audio Tasks
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Our self-supervised learning pipeline

» 67k hours of de-identified non-speech sounds from Facebook 4. Other Non—SpeeCh Audio Tasks 7. Effect of Pre—training

» Fine-tuning during downstream adaptation

» Conformer models are competitive (if not better) compared to baselines » Models trained from scratch worse than pre-trained counterparts
» Self-supervised (SS) still to be explored for some datasets » Pre-training helps reduce the need for labeled data by two-thirds
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