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How Humans Learn?

Humans generalize experience from learned tasks

Humans learn to learn

Experience

Skiing

Connect

Task Pool

Can we enable the computer to explicitly learn priors from 
previous experience that lead to efficient new task learning?

–– Meta-learning
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Meta-learning with Fewer Tasks
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Overcoming domain generalized few-shot image 
classification via the MRN

We propose meta regularization network (MRN), which aims to learn a 
domain-invariant discriminative feature space by using a learning to learn 

update strategy. 
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Solution: Overview

How can we learn domain-invariant feature sapce?

In MRN, we learn a domain-invariant feature 
space by using a learning to learn update 
strategy with three steps:

1. Randomly pick two tasks 𝒯𝑝𝑠 and 𝒯𝑝𝑢
(𝑝𝑠 is pseudo-seen and 𝑝𝑢 is pseudo-
unseen domains)

2. 𝒯𝑝𝑠 is used to update the model 
parameters  𝐹𝜃 and 𝐶∅ with the MRN 
loss 𝐿𝑚𝑟𝑛 and cross-entropy loss 𝐿𝑐𝑒

3. Remove the MRN from the framework 
and use the updated model to 
calculate the loss of 𝒯𝑝𝑢 to update the 
MRN 

Source 
domain

𝒯𝑝𝑠 𝒯𝑝𝑢

∅𝑡+1

𝜃𝑡+1

Task 
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Model 
Updating

𝜔𝑡+1
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Experiments: Overview

• Q1: Does the MRN improves the performance of meta-learning 
methods?

• Q2: How is its performances compared with state-of-the-art 
approaches?

• Q3: How do different regularization, i.e., L1-norm or L2-norm, affect 
the performance?
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Q1: Does the MRN improves the performance of meta-
learning methods?

Four datasets

miniImageNet; CUB-200-2011; tieredImageNet; CIFAR-FS 

The leave one-domain0-out setting is adopted to select an unseen         
domain.
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Q2: How is its performances compared with state-of-the-
art approaches?
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Q3: Ablation study 



Takeaways

• Learning a domain-invariant feature space can improve 
generalization in few-shot image classification under domain 
generalization setting.

• MRN achieves this by a learning to learn update strategy and is 
compatible with any meta-learning algorithms. 
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