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Adversarial Attacks against Images

Socks Indian ElephantImperceptible 

Perturbation

 Moosavi-Dezfooli, et al. “DeepFool: a simple and accurate method to fool deep neural network.” CVPR, 2016
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Challenges in NLP

• Input Data is Discrete: 


• The system is not end-to-end differentiable (optimizing over 
discrete input is difficult)


• Working on embedding space may result in invalid text


• Perturbation of the adversarial example from the original 
sentence should be imperceptible:


• Semantics: Similar meaning


• Syntax: Correct grammar (fluent sentence) 

Methods for adversarial attack against images is not applicable
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Word Substitution Adversarial Attacks

1. Rank Words

• White-box attack: Gradients


• Black-box attack: Masking each word and compare the output scores


2. Find possible replacements to maintain semantics

• Masked Language Models


• Embedding Space


3. Substitute with the word that changes the network result


• Two checks: POS and similar semantics (Universal Sentence Encoder)

Jin, et al. "Is bert really robust? a strong baseline for natural language attack on text classification and entailment." AAAI, 2020.
Li, et al. "BERT-ATTACK: Adversarial Attack Against BERT Using BERT." EMNLP, 2020.



Problem 
Formulation
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White-box attack against transformers

Original sentence:


Adversarial example: 


Perturbation:                                                                             is block sparse                       

embedding

embedding

Only few word changes

Assumption: adversarial example and input have equal lengths
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Block Diagram
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Algorithm

Gradient descent

Projection

Stop if the label is wrong



Experiments
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Experimental Setup

‣ Target model: GPT-2 Transformer


‣ 3 Datasets:


• MNLI (natural language inference),


• AG News (news categorization) 


• Yelp Reviews (sentiment  classification).


‣ Baseline: GBDA (optimization-based white-box attack against transformers)

Guo, et al. "Gradient-based Adversarial Attacks against Text Transformers." EMNLP, 2021.
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Experimental Results
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Ablation Study
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Examples
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Conclusion 

‣ Optimization problem to generate adversarial examples


• Block sparsity constraint to ensure few tokens are modified


• Solve by Gradient projection 


‣ Comparable Performance with GBDA


• Drops the classification accuracy to less than 5%


• Semantic similarity is more than 80%


‣ Source code: https://github.com/sssadrizadeh/transformer-text-classifier-attack
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