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Base station (BS) containing Mr receiving antennas serving a network

" New algorithmic solution to the massive unsourced random consisting of Ka active devices. The uplink received signal at the Bhrroe
access (mMURA) problem. BS antenna m in the | slot is expressed as follow:
" Relies on slotted transmissions framework.
" Takes advantage of the inherent coupling provided by the users' - u}.-'T - |
spatial signatures in the form of channel correlations across slots. ?m*'r o Z Z ﬂ’j.,-gj.[,mi}lr,,n;,,rﬂ; | Wm,,r-
" Eliminates the need for concatenated coding. k=1 j=1
" Combines the steps of activity detection, channel estimation, and Where -
data decoding into a unified mURA framework. ® By is the large scale fading, Denolser ﬂﬁ:';“_’“;:;}
" Uses the bilinear vector approximate message passing (Bi-VAMP) " ik.m ~ CN(0,1) is small scale fading,
algorithm, tailored to fit the inherent constraints of mURA. ® Wy, ~ CN (0,021) is the white additive Gaussian noise,
" The modified Bi-VAMP algorithm uses a probabilistic observation -
model to jointly recover the two unknown matrices from their 57 k. :{ E} gtii;;ransmits codeword a; in the /" slot Block diagram of the adapted Bi-VAMP algorithm with its three
noise-corrupted product. modules: two denoising modules and the approximate bi-LMMSE
" Idea: The input-output relationship of the system is expressed as matrices module.
® We can model the mURA problem in the adequate matrix o ations: The messages calculated by the denoising blocks is calculated as

way that can be tackled by Bi-VAMP. Y{ - AA;H W! fﬂl‘ ! N l L follow:
. = ) — ERRE . *;rf_l M o

3 Bl'VAMP — (HJ:E-.THE—) R, = E S el (EJ,esTH;)
H the unknown channel matrix common to all slots. The structure of L
The BI-VAMP algorithm can jointly recovers two matrices X = the A matrices are imposed the following constraints: Stb ( ) R, — a0, "'LZ ( )
AA and H from their noisy product through a probabilistic e Constraint 1: The number of codewords sent in each slot must be e T BT A - K. ;,_lgﬂ e Vs,
observation model. equal to Ka.
Y - XH _I_ w  Constraint 2: Different users can transmit the same codeword in Where: | _—
. the same slot. [ hpn (RN (h;?i;yﬁlf) i (E :_1) . Jgh (}L,’}-H )
In principle, the standard Bi-VAMP algorithm enables the use of e Constraint 3: Every user transmits exactly L codewords over the gh (h‘f ’FHI) = [ on (N (hi -_II) o Su M 7H oh
different priors on the columns of H as well as on the rows of whole transmission period. o ) e -
X. however, the specific structure of A enforces a prior on the The Bi-VAMP algorithm should be tailored to fit the inherent [ Sps(5)N (5:51‘ ’-}-EII) g5 (s 1\ 0gs (51’1’3 )
columns of each slot. constraints of mURA. gs (6,73") = = ) 8 (5”& ) 9

| ps(0)N (5; 5, '-;-;11) dé
The prior on slots of A is assumed to be column-wise separable and 5 Resu |tS
expressed as follow:

D5, (0k.1) 2J Z 0(0k1 — ;) Simulation 1: covariance based scheme (CCS) / . ———— —— M we  Tix
Clusterine-based H / N g St | —u«+i  the number of active users to 200
We assume a column-wise separable prior on H: UStering-base scheme Toof o o | and the SNR to 30 dB while varying
M 2 We determine the largest per- j T the spectral efficiency from 0.065
r 7 . i a— . L 1~1 EI 04} E 2l o] - ICI y .
pu(H) = Ha_1 ph, (hi) with pp, (h;) = N(h;;0,0°T). user spectral efficiency " t00.2 for Mr=64 and Mr= 128
which leads to a target error probability of 0.01 with ¢ [ P ' '
fixing the ratio of number of receiving antennas per ‘# / b\ University
active user to 0.6. | | T 5 ﬁ% «Manitoba
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