
Loss function

• Binary cross entropy (BCE) loss function for SED-RCnet

• Mean square error (MSE) loss function for SSL-RCnet

• Weighted loss function of both for SELD-RCnet
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• SELD Task: detect the occurrences of sound events 

and localize them even when multiple events overlap 

both temporally and spatially

• Motivation: 

✓ We can also get the location of a sound event when we 

hear it

✓ Sound event detection (SED) and sound source 

localization (SSL) have consistency in a labeled dataset

• Applications: 

Machine listening

acoustic scene analysis

audio surveillance in intelligent homes and cities

Proposed System
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Evaluation and Results

System Description

SELD-RCnet

Model Variants and Ensemble

SELD-RCnet

• Input features: 

STFT magnitude and phase spectrograms + Intensity vectors

• Resnet blocks: catch local fine-grained features, extract high 

dimension information, and improve the performance of the 

system

• Conformer blocks: learn both the local features and temporal 

context information and output a feature, inspired by [2]

• Fully connected layers: map the features into final SED and 

SSL representations. 

It’s a barking dog in the direction of (x, y, z).

Dataset and augmentation

• L3DAS22 dataset [1]: 

7.5 hours of B-format first-order Ambisonics recordings

14 transient classes are to be detected

• ACS [2]: Sound field transformation corresponds to 

sign inversion, channel swapping, or both of FOA audio, 

the dataset can be expanded eightfold

SSL-RCnet

• Only predicts SSL target with a special SSL representation

Output representation

• SED target: the model predicts a matrix of the shape (300, 42) 

with the value in the range of [0,1], which represents the status of 

14 different events in 300 frames. These values are thresholded

to map the SED output to true or false values which indicates the 

sound event is active or inactive at the frame, respectively

• SSL target: the model predicts a separate location for all possible 

sounds events.

• Especially, SSL-RCnet only predicts three sets of Cartesian 

coordinates in the order of active events

Findings

• SELD-RCnet’s outputs usually produce too many small and DOA-

invalid predictions which confuse the DOA estimation

• The accuracy is dependent on SED results strongly when 

masking invalid DOA predictions with zeros based on SED 

predictions

• DOA-invalid values close to zeros can guide estimation of SED in 

each position of an event in a joint SELD network, though 

introducing the difficulties of estimating DOA

T2 metric

• Location-sensitive detection error and computed on each time frame

• Measures the Cartesian distances between the predicted and true events with 

the same label, and counts a true positive only when its label is correct and its 

location is within a threshold from its reference location

• In the range [0, 1], where the higher the value is, the better results the system 

produces

Result 

• Our method outperforms the baseline [1][3] by an overall 0.25 T2 metric

• Our submitted system won the second place in the L3DAS22 challenge [1]

L3DAS22 Results: https://www.l3das.com/icassp2022/results.html

Implementation

Model ensemble

Simple average of the outputs predicted by different models

Output representation
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Sound field 

transformation

• TFM: randomly masks consecutive time frames or 

frequency bands of input features 

SED-RCnet

• Only predicts SED target

• Take Log-Mel spectrograms as input features


