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Introduction:
• 3D information is difficult to acquire from single RGB camera

---- One 2D pose in image space corresponds to many varied 3D poses

• 3D Pose are usually captured by Motion Capture System in
a highly controlled environment

---- Algorithms developed with these data suffers from poor generalization
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Skeletal Interpolation:
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Experiments:
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