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Introduction

2

▰ We	formulate	a	generalized	conditional	diffusion	probabilistic	model	that	
incorporates	the	observed	noisy	data	into	the	model.	

▰ We	derive	the	corresponding	conditional	diffusion	and	reverse	processes	as	
well	as	the	evidence	lower	bound	(ELBO)	optimization	criterion	

▰ In	our	experiment,	conditional	diffusion	model	not	only	improve	over	the	
vanilla	diffusion	model,	but	also	outperform	other	generative	models.	
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Diffusion Probabilistic Model

▰ Diffusion	Markov	process
Combines	Gaussian	noise	into	
the	clean	speech	𝑥!.
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Diffusion Probabilistic Model

▰ Diffusion	Markov	process
Combines	Gaussian	noise	into	
the	clean	speech	𝑥!.

Diffusion	step:

Marginalized	diffusion	step:
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▰ Reverse	Markov	process
Estimates	the	clean	speech	𝑥! from	
Gaussian	noise	𝑥" .

Diffusion Probabilistic Model
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▰ Reverse	Markov	process
Estimates	the	clean	speech	𝑥! from	
Gaussian	noise	𝑥" .
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▰ Reverse	Markov	process
Estimates	the	clean	speech	𝑥! from	
Gaussian	noise	𝑥" .

Intractable	marginal	likelihood:

ELBO	as	Optimization	target:

Diffusion Probabilistic Model
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Diffusion Probabilistic Model

▰ Diffusion	Process	(Training)
Training	neural	network	to	reduce	the	loss	
from	ELBO

Model	𝜀# takes	𝑥$ and	t	as	input	to	estimate	
noise	𝜀 in	𝑥$ .
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Neural	Network

𝑐 and	𝜅!:	constants
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Neural	Network

▰ Reverse	Process	(Sampling)
Predict	𝜇# ,mean	of	the	previous	
distribution	𝑥$%& by	removing	𝜀# from	
the	𝑥$ sample.

𝜃:the	parameters	of	the	neural	network.
$𝛽!:	the	variance	of	𝑞 𝑥!"# 𝑥! , 𝑥$)

𝑐 and	𝜅!:	constants



Conditional	Diffusion	
Probabilistic	Model
CDPM
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▰ Vanilla	diffusion	probabilistic	model	generates	clean	
speech	signal	𝑥! from	Gaussian	noise	𝜀.

▰ Generalized	conditional	diffusion	probabilistic	model	
incorporates	the	observed	noisy	data	into	the	model.	

▰ Generate	speech	signal	𝑥! from	the	mixture	of	Gaussian	
noise	𝜀 and	noisy	speech	𝑦.

Conditional Diffusion Probabilistic Model
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Conditional Diffusion Probabilistic Model

▰ Conditional	Diffusion	Process
Starts from clean speech 𝑥! and gradually 
becomes a combination of noisy speech 𝑦
and Gaussian noise 𝜀.
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Conditional Diffusion Probabilistic Model

▰ Conditional	Diffusion	Process
Starts from clean speech 𝑥! and gradually 
becomes a combination of noisy speech 𝑦
and Gaussian noise 𝜀.
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𝛿&:	the	variance	of	𝑥& given	𝑥! and	y.
𝑚& starts	from	𝑚! =	0	and	is	gradually	increased	to	𝑚' ≈	1	
𝑥& starts	from	𝑥! (clean	speech)	and	gradually	turns	into	𝒩(𝑥'; .𝛼'𝑦, 𝛿'𝐼)

𝑞"#$%% 𝑥& 𝑥!, y =

𝒩 𝑥&; 1 − 𝑚& .𝛼&𝑥! +𝑚& .𝛼&𝑦, 𝛿&𝐼 ,

Interpolation



Conditional Diffusion Probabilistic Model

▰ Conditional	Reverse	Process
Estimates	𝑥! from	𝑥', noisy	speech	𝑦
with	variance	𝛿':
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𝑝%&'(( 𝑥) y = 𝒩 𝑥); /𝛼)𝑦, 𝛿)𝐼 .



Conditional Diffusion Probabilistic Model

▰ Conditional	Reverse	Process
Estimates	𝑥! from	𝑥', noisy	speech	𝑦
with	variance	𝛿':

Estimates	the	mean	of	𝑥&() from	𝑥&,
noisy	speech	𝑦, and	predicted	noise 𝜀*.
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𝑝%&'(( 𝑥) y = 𝒩 𝑥); /𝛼)𝑦, 𝛿)𝐼 .

𝑝%&'(( 𝑥!"# 𝑥! , y = 𝒩(𝑥!"#; 𝑐*!𝑥! + 𝑐+!𝑦
−𝑐,!𝜀-(𝑥! , 𝑦, 𝑡), $𝛿!𝐼)
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To	find	the	𝑐+&,	𝑐,&,	and	𝑐-&,	which	bring	to	the	lowest	ELBO	for	the	
conditional	diffusion	probabilistic	model.

𝑝%&'(( 𝑥) y = 𝒩 𝑥); /𝛼)𝑦, 𝛿)𝐼 .

𝑝%&'(( 𝑥!"# 𝑥! , y = 𝒩(𝑥!"#; 𝑐*!𝑥! + 𝑐+!𝑦
−𝑐,!𝜀-(𝑥! , 𝑦, 𝑡), $𝛿!𝐼)



Conditional Diffusion Probabilistic Model

▰ Optimization
To	optimize	the	likelihood	of	𝑝* 𝑥!
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𝑞%&'(( 𝑥!"# 𝑥! , 𝑥$, 𝑦): Diffusion	Process
(opposite	direction)

𝑝- 𝑥!"# 𝑥! , 𝑦): Sampling	Process
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𝑞%&'(( 𝑥!"# 𝑥! , 𝑥$, 𝑦): Diffusion	Process
(opposite	direction)

𝑝- 𝑥!"# 𝑥! , 𝑦): Sampling	Process

Bayes'	theorem:

𝑞"#$%% 𝑥&() 𝑥&, 𝑥!, 𝑦) =
"./011 #2 #234,#5,%)×"./011 #234 #5,%)

"./011 #2 #5,%)



Conditional Diffusion Probabilistic Model

▰ Conditional	Diffusion	Process
Training	neural	network	to	reduce	the	loss	from	
ELBO

Model	𝜀* estimates	the	combination	of	the	signal	
difference 𝑦 − 𝑥! and	Gaussian	noise	𝜀 in	𝑥&
mixture.
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Difference	
between	signals	

Gaussian	
noise
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Conditional Diffusion Probabilistic Model

▰ Conditional	Reverse	Process
Predict	the	mean	of	previous	distribution
𝑥&() by	combining 𝑦 and	removing	𝜀* from			
the	𝑥& sample.

where

▰ Conditional	Diffusion	Process
Training	neural	network	to	reduce	the	loss	from	
ELBO

Model	𝜀* estimates	the	combination	of	the	signal	
difference 𝑦 − 𝑥! and	Gaussian	noise	𝜀 in	𝑥&
mixture.
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Difference	
between	signals	

Gaussian	
noise

𝑐. and	𝜅!. :	constants
$𝛿!:	the	variance	of 𝑞%&'(( 𝑥!"# 𝑥! , 𝑥$, 𝑦)

23



Experiment	Results
Matched and Mismatched Condition
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Experiment Results
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▰ CDiffuSE shows	improved	performance	
on	all	the	metrics	over	the	diffusion	
probabilistic	model	baseline	DiffuSE.



Experiment Results
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▰ CDiffuSE shows	improved	performance	
on	all	the	metrics	over	the	diffusion	
probabilistic	model	baseline	DiffuSE.

▰ CDiffuSE outperforms	its	competitors	on	
all	metrics	with	the	exception	of	CBAK		
and	achieves	a	particularly	significant	
improvement	in	PESQ



Experiment Results
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▰ Generative	speech	enhancement	models	are	
still	lagging	behind	the	performance	of	their	
regressive	counterparts.

▰ Given	a	domain	shift	in	test	data,	regression	
based	approaches	suffer	from	a	significant	
drop	in	performance.	



Experiment Results
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▰ Generative	speech	enhancement	models	are	
still	lagging	behind	the	performance	of	their	
regressive	counterparts.

▰ Given	a	domain	shift	in	test	data,	regression	
based	approaches	suffer	from	a	significant	
drop	in	performance.	

▰ CDiffuSE degrades	to	a	much	smaller	degree	
than	its	regressive	competitors,	
demonstrates	its	high	robustness	to	
variation	in	noise	characteristics.	



Conclusions
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▰ We	proposed	conditional	diffusion	probabilistic	model	that	can	explore	noise	
characteristics	from	the	noisy	input	signal	explicitly	in	real-world	speech	
enhancement	problems.	

▰ We	showed	that	our	model	is	a	strict	generalization	of	the	original	diffusion	
probabilistic	model	and	achieves	state	of	the	art	results	compared	to	other	
generative	speech	enhancement	approaches.	

▰ Our	method	has	great	generalization	capabilities	to	speech	data	with	noise	
characteristics	not	observed	in	the	training	data.	

GitHub: https://github.com/neillu23/CDiffuSE

https://github.com/neillu23/CDiffuSE

