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INTRODUCTION
• In pronunciation assessment (PA) an asses-

sor declares the proficiency of a speaker us-
ing a pronunciation reference.

• The variations in second language (L2)
speech are likely to cause a bias in the as-
sessor towards the speaker.

• The bias in PA is a matter of inter-rater reli-
ability attesting the lack of ground truth.

• A model for the assessor bias will benefit PA
for the sake of a fair evaluation.

KEY CONTRIBUTION
An interpretable model for the assessor bias in au-
tomatic PA consisting of an assessor independent
and an assessor sensitive bias term.

MODEL FOR THE ASSESSOR BIAS

Aη(O
(w)) = A(O(w)) + bη(O

(w))

A(O(w)) =
1

H

∑
η∈H

[Aη(O
(w))− bη(O

(w))]

Where:
O(w): Speech segment associated to prompt w.
Aη(O

(w)): PA scoring function given assessor η.
A(O(w)): Assessor independent PA scoring
function.
bη(O

(w)): Bias term given assessor η.

MISPRONUNCIATION DETECTION

P (Error|O(w)) = 1− P (l = 1|r,O(w))

P (l = 1|r,O(w)) =
∏
i

P (li = 1|ri,O(w))

Where:
r = {ri; i = 0, . . . , R}: a phoneme sequence
assumed canonical.
l = {li; i = 0, . . . , R}: a binary label where li = 1
given ri is marked as correctly pronounced.

DUAL INCORRECTNESS MODEL
The Dual Attention-Based Segmental Incorrect-
ness Model (ASIM) [1] approximates Aη(O

(w)) as:

P (̂l|r,O(w), η) = P (l̂A|r,O(w)) + P (l̂b|r,O(w), η)
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DATA
INA set from the ITSLANG corpus of prompted
L2 speech of teenage students of English in the
Netherlands [2]. The data was annotated by three
professional assessors (a1, a2, a3) with agreement
percentage (I) and Cohen’s kappa (κ):

vs. I κ
a1 a2 0.871 0.349
a2 a3 0.770 0.254
a3 a1 0.808 0.446
a1 a2 a3 0.725 0.331

EXPERIMENTAL SETUP
Sequence r: Forced-alignment via DNN-HMM
trained WSJCAM0 + 46hrs ITSL /∈ INA.
Segments O(w): Sliding window 0.5s size and
0.05s stride.
No Speaker Overlap.

RESULT - ERROR DETECTION
The model was scored on precision (P), recall (R)
and F1 score on detecting mispronounced seg-
ments given η. The model performed better at
predicting a3 while a2showed the worst metrics.

Train Test
η P R F1 P R F1
a1 0.7498 0.7923 0.7705 0.6489 0.6620 0.6554
a2 0.5861 0.8043 0.6781 0.4635 0.6124 0.5277
a3 0.8920 0.8276 0.8586 0.8507 0.7647 0.8054

RESULT - ASSESSOR SENSITIVITY
The data was scored using a previously unseen
ηd or all annotators. The model shows an overall
decay in performance when using the wrong η

Train Test
η P R F1 P R F1
a1 0.7449 0.7880 0.7659 0.6433 0.6780 0.6602
a2 0.4584 0.7107 0.5573 0.3505 0.5827 0.4377
a3 0.8546 0.7735 0.8120 0.8146 0.6981 0.7519

RESULT - MAXVOTING SCORING SENSITIVITY

Output l̂A was scored against each assessor and a
MaxVoting reference (MAX), matching a3 better.

Train Test
η P R F1 P R F1
a1 0.6345 0.6885 0.6604 0.5480 0.6434 0.5919
a2 0.4156 0.6736 0.5141 0.3171 0.6112 0.4176
a3 0.8165 0.7211 0.7659 0.7739 0.6864 0.7275

MAX 0.6421 0.7126 0.6755 0.5424 0.6592 0.5951

ATTENTION CURVE ANALYSIS
The normalised attention curves (blue) for both
outputs focused differently on the same acoustic
events. The curves for l̂A (top), l̂b for (a2) (mid)
and (a3) (bottom) indicate points of disagreement
across assessors on the same observation.
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CONCLUSION
• This work introduced an interpretable

model for automatic PA consisting of an as-
sessor independent and a bias term, imple-
mented using a dual ASIM.

• Output l̂b was sensitive to η and would de-
crease in its performance considerably if the
wrong assessor tag was used.

• Output l̂A was more similar to assessor a3
than to a MAXVoting reference when scored
on its own.

• The disagreement between assessors could
be observed from the attention curves for l̂b.
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