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• Background: 
Ø Supervised deep learning heavily depends on 

large labeled datasets whose construction is often 
challenging in medical image analysis. 

Ø Contrastive learning, an effective implementation 
of self-supervised learning (SSL), is a potential 
solution to alleviate the strong demand for human-
annotations.

• Motivations: 
Ø Existing contrasting strategies ignore the intrinsic 

structural similarity and local representation, 
when applied to 3D medical images.

Ø The information shared between three views 
(axial, coronal and sagittal views) can capture the 
global representation of volumetric medical image.

Ø Matching the short spatial clip to long spatial clip 
forces the model to learn local representation.

• Overall Architecture: Multiview Long-Short 
Spatial Contrastive Learning Framework.

• Multiview Contrasting Strategy
Ø To learn global representation, we need to 

maximize the mutual information between 
three views (��, ��, ��) of volumetric image:
max{�(��; ��) +  �(��; ��) +  �(��; ��)}

ØHowever, the mutual information is difficult 
to compute for high-dimensional data, we 
use InfoNCE loss �� to estimate the lower 
bound of mutual information. For two views 
�1, �2, :

�(�1; �2) ≥  ���(�) − ��(�1, �2)
  where � is the number of negative samples.
Ø Therefore, we transform the problem of 

maximizing mutual information between 
three views into a multiview contrastive 
learning problem:
���������� = ��(��, ��) +  ��(��, ��) +  ��(��, ��) 

• Long-Short Spatial Contrasting Strategy
ØWe maximize the representation similarity 

of long spatial clip �� and  short spatial clip 
�� to learn local representation:

�����−�ℎ��� = ��(��, ��)

• Evaluation on MS Lesion 
Segmentation

• Evaluation on AD Classification

üWe proposed multiview long-short spatial 
contrastive learning framework for self-
supervised 3D visual representation learning, 
involving multiview contrasting strategy and 
long-short spatial contrasting strategy.

ü Extensive experiments demonstrate that our 
framework significantly outperforms learning 
from scratch and other SSL methods.

• Ablation to Contrasting Strategies
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