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Introduction

End-to-End (E2E) Speech Recognition
o great simplicity and state-of-the-art performance

o popular E2E approaches
— connectionist temporal classification (CTC) [Graves & Fernandez™ 06]
— recurrent neural network transducer (RNIN-T) [Graves 12]
- attention-based encoder-decoder models [Bahdanau & Chorowski™ 16, Chan & Jaitly™ 16]

e models only trained on paired audio-transcriptions

External Language Model (LM)
e much larger amount of text data
o possibly better-matched domain
— further boost the performance of E2E speech recognition

Proper LM Integration ?
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Introduction

Previously,

« shallow fusion (SF) [Gulcehre & Firat™ 15a]: simple log-linear model combination

— widely-used LM integration approach for E2E models

o other sophisticated approaches
- e.g. deep fusion [Giilgehre & Firat™ 15b], cold fusion [Sriram & Jun™ 18]
— higher complexity but not better than SF

Recently, Internal Language Model (ILM)

e RNN-T and attention models

— context dependency directly included in the posterior distribution
— implicitly learned sequence prior restricted to the audio transcription only

e strong mismatch with the external LM
— limit the performance of LM integration such as simple SF
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Introduction

3 Major Categories to handle ILM
o ILM suppression: suppress ILM in E2E model training

~ limiting context/model size [Zeineldeen & Glushko™ 21]
— introducing an external LM at early stage [Michel & Schliiter™ 20]

o ILM correction: estimate and correct ILM from the posterior in decoding

~ various estimation methods [McDermott & Sak™ 19, Variani & Rybach™ 20,

Meng & Parthasarathy™ 21, Zeyer & Merboldt™ 21, Zeineldeen & Glushko™ 21]
— fits into a Bayesian interpretation

o ILM adaptation: adapt ILM on the same text data used by the external LM

— train E2E models using text to speech
[Deng & Zhao™ 21, Kurata & Saon™ 21, Rossenbach & Zeineldeen™ 21]

— directly update partial model on text data [Pylkkdnen & Ukkonen™ 21, Meng & Gaur™ 21]
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Introduction

o ILM suppression
— complexity: model/training modification
— performs similarly well as ILM correction [Zeineldeen & Glushko™ 21]

o ILM adaptation

— even higher complexity
— usually aim at restricted application: no external LM
— with external LM: ILM correction still needed [Deng & Zhao™ 21]

e ILM correction

- the most simple and effective LM integration approach
— also a better mathematical justification

— major focus of this work: RNN-T
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RNN-Transducer and Internal Language Model

RNN-T Recap
e sequence posterior

Prant(a7]X) = Z Prnn(yy b )
i oiB1(a7)
U=T+S

Z H Prnnt (vu| By 1), b))

B 1(ar) u=l

— a}: output (sub)word sequence with a € V — y/: blank e-augmented alignment sequence
— X: input acoustic feature sequence ~ unique mapping B(y) = a7: remove all ¢

— h{ = fe"(X): encoder output
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RNN-Transducer and Internal Language Model

RNN-T Recap cont.

o neural network (NN): parameters Ogynt
— encoder: "¢
— prediction network: fPred

Pant( Y | a;_lr he)
— joint network: J

Softmax
o lattice representation of RNN-T topology T
- y1“_1: a path reaching a node (t,s — 1) Joint Network
PranT(yul Byt ™), hi ) = Prant(yulas ™, he) T Thf
df_s—1 g
— Softmax {J(fpre (ai )7 fte"C(X)ﬂ Prediction Encoder
Network

—yi's reach (t +1,s — 1) if y, = €, or (t,s) otherwise LT TX
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RNN-Transducer and Internal Language Model

Maximum A Posteriori (MAP) Decoding

X — 515 — argmax P(a;|X)
a;,S
« no external LM: simply plug in Prynt(a7|X)

« Bayesian framework: joint integration of the RNN-T model and an external LM
— Bayes' theorem: modularized components

s oS N p PranT(az | X)
— & = argmax P(a7) - P(X|a7) = argmax P}y(a7) - ph2 S
25 S a$.S RuNT-ILM(aT)

— PranTom: ILM (sequence prior) implicitly learned and contained in Prynt — ILM correction

— A1 and Aj: scales applied in practice
= shallow fusion (SF): omit PrynT.m with Ay = 0
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RNN-Transducer and Internal Language Model

ILM Estimation
o exact PrynT.iLm: intractable marginalization

PranT-im(ar) = > Prunr(ar |X)P(X)
X

— approximation: estimated P m

e 2 major trends of estimation

— statistics of the acoustic training transcription
— density ratio [McDermott & Sak™ 19]: train a separate Py on audio transcription

— more consistent with the PrynT computation
— partially reuse the RNN-T NN for computing P
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RNN-Transducer and Internal Language Model

ILM Estimation: reuse RNN-T NN

S
P||_|\/| al H Piwm as|al = H P’(a5|ai_1, h/)

PRNNT(as\al_la h')
1 — Prunt(elal™, #)

P'(aslast H) = = Softmax {J\ (FPred(as), h')}
 h': some global representation
o P": defined over V — same form as Prynt: usually over V U {€}

o simple renormalization

— instead of separate € distribution in Prynt: hybrid autoregressive transducer (HAT)
[Variani & Rybach™ 20]

e J.: joint network J excluding the € logit output
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RNN-Transducer and Internal Language Model

ILM Estimation: reuse RNN-T NN cont.
P||_|\/| al HP/ a5|al 1 h/
P'(as|aL H) = Softmax [J\E(fpfed( 2 ),h’)}

1. hl : h =0 [Variani & Rybach™ 20, Meng & Parthasarathy™ 21]

2. h.,. : h = mean(h!) [Zeyer & Merboldt™ 21, Zeineldeen & Glushko™ 21]

avg -
3. h =1y, (a1 1) where fy,,, is an additional NN
hﬁmm_LSTM [Zeineldeen & Glushko™ 21]: f,,, = embeddinggyyt © LSTMsq o linear
~ training fj,,, on audio transcription: Ly = — log PiLm(a1)
— combines advantages: transcription statistics + reuse partial RNN-T NN
Note: these h’-based ILM estimation approaches are based on fixed OrnnT
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RNN-Transducer and Internal Language Model

ILM Training (ILMT)

o h'-based ILM approaches: use partial RNN-T NN for Py
— include ILM into RNN-T model training stage: ILMT

o multi-task training of all parameters including OrnnT

LranT = — log Prynt(a7 | X)
Litm = — log Pum(ay)
Liimt = LrRNNT + LM

— a: scaling factor
— originally for the A, approach [Variani & Rybach® 20, Meng & Kanda™ 21]

ZEro
/

avg

— also applicable for the A, and h’as_1 approaches
1
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RNN-Transducer and Internal Language Model

Note: quality of P .y — how well it matches PrynT-ILm

Exact-ILM
o recall HAT [Variani & Rybach™ 20]: .. -based Pm

it A (FP(ag ), £7(X)) = A (FP(a5 1)) + A (£(X))
then PranT-im(as|ai ) oc exp {J\ (Fre(ai ), hgero)}
« extension
if A (Fr(a5 1), £9(X)) = S(af ) + A (F(X)
then PranT-im(as|ai ") oc exp [J(a77Y)]

— J": any function with output size |V/| + independent of X

« exact-ILM training: train J' to fulfill the assumption — exact ILM estimation

~ Ly cross-entropy (CE) loss over Eq. (1)
— simplification: Viterbi alignment of each X + only those h; where as; occurs
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RNN-Transducer and Internal Language Model

Exact-ILM cont.
. h;s_l-based Pi.m + exact-ILM training

P||_|\/| al H P/ as|a h;i_l)

P'(as|al L h/s 1) = SOftmaX[J\e(fpred( 1 1) f9|L|v|(ai_1))J}

(@)

~ train fy,,, (fixed OrnnT)
v = Lim + Ly

— theoretical justification: PrynT.iLm(as|al™?) o< exp (a7~ 1)]

o other possibilities: e.g. joint training Lrynt + Ly of all parameters
— additionally force the model to better fulfill the assumption — exact ILM estimation
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RNN-Transducer and Internal Language Model

Decoding Interpretation: why improvement with ILM correction ?

P DX
X—>al—argmaxP L(a7) - runT(a7 |X)

)
a7,S PILQM(aiS)

= arg max Z H Prant (Vo B(yi 1), ) - Q(yulB(y{~))  scoring in search

.5 v B-1(ag) u=1

1 17 Yu =€
ith Q(yu|B(y; ")) = ¢ P
Wi Q(y ’ ()/1 )) PLM(yU‘B( )) Yu 7é €

ILM(yU|B( ))’
R1. prior removal rebalances label distribution of PrynT

— rely more on external LM for context modeling (desired)

R2. division by P\ boosts the label probability against (usually high) blank probability

— increase importance of external LM ()\;) without suffering huge deletion errors
— limitation of SF (A, = 0)

- no need of decoding heuristics: length-reward ...

— however tuning effort in practice:
large A\, — insertion /substitution errors
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Experiments

Setup

In-Domain: 960h Librispeech [Panayotov & Chen™ 15]
« 5k acoustic data-driven subword modeling (ADSM) units [Zhou & Zeineldeen™ 21]
o strictly monotonic RNN-T (U = T) [Tripathi & Lu™ 19]
— 50-dimensional gammatone features [Schliiter & Bezrukov™ 07]
- NN structure

= " 6 x 640 bidirectional-LSTM « FPd: embedding,ss 0 2 x 640 LSTM

= subsample 4: 2 max-pooling in f€"° « J: linearigos-tanh o linear — softmax

— 45 epochs on Librispeech — base model for all experiments
o external LM: 32-layer Transformer

Cross-Domain: TED-LIUM Release 2 (TLv2) [Rousseau & Deléglise™ 14]
o external LM: 4 x 2048 long short-term memory (LSTM)
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Experiments

Setup cont.
o density ratio LM: same structure as P + Librispeech transcription

« .. ILM approach: h . . stm With f,, = embeddinggynt © LSTMsg o linear;agp-tanh
9
1. train fy,,, with Ly m: 0.5-1 epoch on Librispeech transcription only

exact __

2. train fy,,, with LF§ = Liim + aLy: 0.5-1 epoch on Librispeech audio & transcription

= Viterbi alignment using the base RNN-T model
= «: 1.0 for in-domain evaluation and 2.0 for cross-domain evaluation

o ILMT: Liim1 = Lrnnt + L) with oo = 0.2
- applied for h,,., h.,, and h .. <y ILM approaches

zero' ''avg

— initialize with base RNN-T model + fine-tune upto 10 epochs on Librispeech
— Ly v only relevant for fPd and J: freeze fe°

o alignment-synchronous decoding [Saon & Tiiske™ 20]
— score-based pruning + beam limit 128
- no heuristic approach: effect of each LM integration method
— scales optimized on dev sets
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Experiments

LM Integration Evaluation

Librispeech WER [%] TLv2 wer [%]

Model | £ - luati d test
Train valuation ev es dev | test

clean | other | clean | other

no LM 33 1 97 | 36 | 95 |19.8]20.3
SF 20 | 51 | 22 | 55 | 155|164
LrNNT | density ratio] 1.9 | 48 | 2.1 | 5.2 | 141 |15.0
o 1.8 44 | 20 | 48 |13.6 | 144
h;vg 1.8 | 44 | 20 | 49 | 135|14.6
+ Liwm ) 1.8 | 43 | 19 | 47 | 134|144
+ Leact) TminiclSTM 1 18 1 4.2 1 1.9 | 4.6 [13.2/14.0
h o 1.8 | 44 | 20 | 48 | 13.3|14.2
LimT h;vg 1.9 | 45 | 21 | 49 | 135 144
fiisTm | 1.8 | 44 1 20 | 48 | 132|141

o external LM: significant gain

o ILM correction: further large
improvement over SF

 h'-based approaches: better than
density ratio

= hrini-stm (s1): best
o proposed L5+t further

improve hy i1 stm
— also better than Ly mT

o LiumT: little effect on Librispeech

— decreasing Ly m: no improvement
on the overall performance

(HAT [Variani & Rybach™ 20])
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Experiments

Verification: 2 decoding-perspective reasons for improvement with ILM correction
R1. rebalance label distribution: rely more on external LM for context modeling
R2. boost label probability: increase importance of external LM (A1) without huge deletion errors

o individual effect of R2 without effect of R1: SF + length reward

« individual effect of R1 without effect of R2: h,_
— for each y, # €

1. renormalization:

+ renorm-¢

Prant (vul B4 ™), b))/ P2 (vl BA™))
> aev Prunt(alB(yt 1), b))/ Pitu(al Byt ™)

Pnorm (_yu) -

2. modify probability for search:
(1= Prant (el B2 ™), h)) - Prom(yu) - Plia (vl B(yi ™)

— restrict label probability w.r.t. € + maintain rebalanced label distribution to some extent
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Experiments

Verification: 2 decoding-perspective reasons for improvement with ILM correction
R1. rebalance label distribution: rely more on external LM for context modeling
R2. boost label probability: increase importance of external LM (A1) without huge deletion errors

Librispeech dev-other

Evaluation A1 Ao WER [Sub Del | Ins
SF 0.61 0 5.1 | 3.8/09]04
+ length reward | 0.65 48 |13.8|05) 0.5
h.... + renorm-¢ | 0.61 035 49 136109 04
+ length reward | 0.65| 46 | 3.7/05 04
[ 0.85 0.4 4.4 |3.5/05/0.4
+ length reward |0.95| 45 (36|05 04

e SF + length reward: reduced deletion errors
— verify R2 without R1

o h... + renorm-¢: reduced substitution errors, but

still high deletion errors
— verify R1 without R2

o h..+renorm-¢ + length reward: complementary

o h_ . enlarge R1 and R2 with larger scales

Zero-
— further improvement

- length reward not needed
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Conclusion

e RNN-T LM integration: mismatch between external LM and ILM — ILM correction
o detailed formulation: various ILM correction-based methods in a common RNN-T framework

o decoding interpretation: 2 major reasons for performance improvement with ILM correction
— experimentally verified with detailed analysis

o exact-ILM training framework: extension upon HAT
— theoretical justification for different ILM approaches

o systematic comparison: in-domain Librispeech and cross-domain TLv2

/ / _
mini-LsTM (Fs1): best
- + exact-ILM training: further improvement

Thank you for your attention
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