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Emotional stimulus Emotion perception Emotion decoding Annotation

Different
emotional
experiences!

Speech Emotion Recognition
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Example of Annotation in the MSP-Podcast corpus @

Multimodal Signal
Processing La%oratory

Annotations for primary emotion (single-choice):

MSP-PODCAST 0004 0073.wav
Rater 1: Neutral
Rater 2: Neutral

Rater 3:Happy-

Rater 4:-Q&her (accusatory)\‘\
Rater 5:-©tirer (Please
‘ Never used

v

Disagreement Discarded

Consensus label: Neutral

R. Lotfian and C. Busso, "Building naturalistic emotionally balanced speech corpus by retrieving emotional speech b _C
from existing podcast recordings," IEEE Trans. Affect. Comput., vol. 10, no. 4, pp. 471-483, October-December 2019. | A1) 50 o s 0 ) ot o s AR é\ﬁjgﬁi’i}n?\%ﬁ
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Where Typed Words Come From

Multimodal Signal
Processing La%oratory

Is any of these emotions the primary emotion in the audio? If not, select Other and specify the emotion.

O Angy QO Sad Q Happy QO Surprise Q Fear Q Disgust Q Contempt ( Neutral [E) Other J
Single-choice Kd) Primary emotion] -

Please pick all the emotional classes that you perceived in the audio(Include the primary emotions selected in previous question)

O Angry O sad O Happy 0O Amused O Neutral - -
Primary emotion example:

MSP-PODCAST_0004_0073.wav
W0002117; Other (Pleased)
WO0000060; Neutral
WO0003012; Other (accusatory)
W0002999; Neutral
W0003011; Happy

O Frustreated ([ Depressed (3 Surprise O Concerned

O Disgust O DisappointedQ Excited (3 Confused

neRwwNE

(O Annoyed O Fear O Contempt (D Other I I]

Multi-choice (e) Secondary emotion

R. Lotfian and C. Busso, "Building naturalistic emotionally balanced speech corpus by retrieving emotional speech
from existing podcast recordings," IEEE Trans. Affect. Comput., vol. 10, no. 4, pp. 471-483, October-December 2019.
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Decision of Labels for Speech Emotion Recognition (SER) @dm

Example:
Four-class SER task SER v Emotion Coexistence
Neutral (N), Angry(A), : = ~
Single-label Task Multi-label Task
Sad (5), Happy (H) L, o v Human-like
Sad Ambiguity Emotion Perception
- Hard Label] [ Soft Label ] [Hard Label] [ Soft Label
1.0 1.0
0.5 0.5
0.0 0.0
NASH NASH NASH NASH
(0.0,0.0,1.0,0.0) (0.0,0.4,0.6,0.0) (0.0,1.0,1.0,0.0) (0.0,0.4,0.6,0.0)
Sad Sad Sad, Angry Sad, Angry <=Label
For training — T
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Motivation

We aim to utilize all emotional
annotations to improve the prediction
of primary and secondary emotions!
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Methodology @

ignal
Processing La%oratory

Purpose:

W Explore the benefits of using the typed words provided by evaluators
when they selected the class other" in the primary or secondary
emotions for improving performance of SER systems

Method:

B Propose a three-dimensional (3D) polarity label (positive, negative, and
ambiguous emotion words) with all emotional annotations

M Include all typed words
M Include primary and secondary emotions
B Polarity obtained with Linguistic Inquiry and Word Count (LIWC) 2015

v | affect (Affect)

v'| posemo (Positive Emotions)

Pennebaker, J. W., Booth, R., Boyd, R., & Francis, M. Linguistic Inquiry and Word Count: LIWC2015. v negemo (Negative Emotions) b C
2015. Austin, TX: Pennebaker Conglomerates (www. LIWC. net).
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Emotion Corpus: MSP-PODCAST version 1.9

Multimodal Signal
Processing La%oratory

Audio sentences:
™  Train set: 55,283

Validation set: 9,546

W Testset: 16,570

Emotional Annotations:

Crowdsourcing platform: Amazon Mechanical Turk

Every sentence has more than 5 annotators

8-class Primary emotion (P) (Single-choice):

B anger, sadness, happiness, surprise, fear, disgust, contempt, neutral, and other

16-class Secondary emotion (S) (Multi-choice):
B Primary emotions

B amusement, frustration, depression, concern, disappointment, excitement,
confusion, and annoyance and other

R. Lotfian and C. Busso, "Building naturalistic emotionally balanced speech corpus by retrieving emotional speech
from existing podcast recordings," IEEE Trans. Affect. Comput., vol. 10, no. 4, pp. 471-483, October-December 2019. {[D THE uNiveRSITY OF TEXAS AT DALLAS



Polarity Label Processing

UT Dallas

Multimodal Signal
Processing La%oratory

Step 1: Pre-processing

W Lowercase and spell correction

Primary emotion (P):

(W1) Other(Excited), (W2) Happy, (W3) Other(Pleased), (W4) Neutral, (W5) Angry
Secondary emotion (S):

(W1) Other(Excited), (W2) Happy, (W3) Other(Pleased), (W4) Neutral,
(W5) Excitement, Other(interesteede, CURIOUSITY, EnERgetic), Neutral

W Check if secondary emotions (S) includes primary  p; Other(excited), happy, Other(pleased), neutral, angry
emotions (P) based on the rater-level S: Other(excited), happy, Other(pleased), neutral, + angry,

Step 2: Check variants of options

W Check if typed emotions are variants of list of

emotions

Step 3: Classify polarity of emotional terms

M Linguistic Inquiry and Word Count (LIWC)

Excitement, Other(interested, curiosity, energetic), neutral

S: Other(excited) = excitement, happy, Other(pleased),
neutral, angry, excitement, Other(interested, curiosity,
energetic), neutral

Positive emotion: happy, pleased, interested,
curiosity, energetic, excitement, excitement
Ambiguous emotion: neutral, neutral

B  Ambiguous emotion: LIWC does not provide a class Negative emotion: angry

Step 4: Generate the final polarity label (Po)

I Po = (Neg, Amb, Pos) =(0.1,0.2,0.7)

III-D THE UNIVERSITY OF TEXAS AT DALLAS
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Example of Sentiment Words in the MSP-Podcast Corpu

Multimodal Sign
Processing Lagboratory

Negative Emotion Words

A Sclemninadequate Obnoxious * Serrow

. Fatigl
rantic ,i
Embart

Mild™

ll()l])l(‘bb

nsecur's
Mocking

Panicked

Aggr? d\ Fated "i‘ﬁr?ﬁl“
111U
Lonfrontmv %df
ﬁa%qﬁ%’r(:t l)i\MrleE(l €11 2 aeing g
Ln Tahie . orrore ]rx]ngu a g ! easning 'R lmw__‘\
wrhap s Temper elrrorse
] Rbfr_ifdf;f ]t st dopeless
shy Unsure drme frased Defended
Lru
O Apathy
Dalhem M,‘:.U"(_, 3S \EhLEnedL thered
Envigus Antagonizing Nervous
Defénses weArgument

B "EDoubt
DCF

thke
-

U_ rrplajmn'! Despair
.\;,
v Dissat

DESHEFAL eLonsing

Falgorr» anluCOUL.t ") [10C l\l.rr_nszw

Passive Quality gl
Distrust Tse ”“OH“ N @Gost Slightl
C¥irieg fayLcogant g

"”llﬁﬁéjtlent“’

Murdersus

Snob
Hesitant fmf[ i”;’].%? Furtous
Pissed Dullpspomn Fity

Talr ed

wedAnxiety Nervousness Awkward A busedbissatisfaction

Anxious, Argue, Aggression

Ambiguous Emotion Words

_waale:glF d iﬁn sl d
HATV

Arrmmed

!Reflettfﬁﬁ

Short1Driven
__,alm

el %0 Rageoning

Ll C
C, 1 1'Mu!|
tﬂov\lonc..léﬂ"m Wi 'f‘ﬂ

Positive Emotion Words

Lavghing Reheved Trius mpham PleaS¢nl

Comfor Ung Blessed
Certain 3 :
Thoughtiul | Passion cjmmm w..t o Trm. Superior
Complimentary R ESOR] v et

_ QI; —, Gracu us Kldd.mg Enthusiastic Hum 0115-

NN T O Dot seimen Fraising Grateful
| SV B Determmed ey A Dproval

* _Intelligent Contented Ecstatic
ACtlve Agreeing PI‘Ole

! SDeaken

Helpful

L an\ g smg

Compliment Playful
E dger Aﬁloration

Energetic 1anKs Agreement Sincere Enthused
Q d Struck* Flattered Fake "D""‘ﬁ“f fo mﬂasﬂmﬂw Daring
ﬁcg‘grgwmg m 1 r e A grpe‘ible Fo nd.nesa Warmth
Nonlpyiriy
Slightly Ecergy [l
Fre g{armn Wise Mild| [I:‘[J?fﬂ}; Brd\”:‘
Comedic 7 POSIJ[ lve Emel Iamed 1 unn Amaze rong ]SI;;lasyg(%mgl
0 Assuredness Carefree An’ll?ls [Ju
%uDDOI”T nversied S'mt;faumn C““mmt? s itafg
ecure
Gratitude J OnyI
Compassl on

RelaX

Joyous

Thrilled
@Yal (‘.}‘)uragews d l Brl%]t%l
eassuredrranquil
]ewale ‘G atified
Honored g Gentlel Affectlon:.te PrldeI d
Strerath _E’asswe Ch all e
( ; gasure

J’Dker Cippor TURiATe
(,(lilgerful Lj’_??ht Kind s ] gggggd
ek " or Errimen
Reheuy Good Certainty

Delight

Impressed

Rare R _AL hable

Energized + Aflection A nnrecei
ResBect KnthlisiaSiiipereciated

Trust, Joyful, Relax
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Experiment Setup (Model and Feature)

Multimodal Signal
Processing La%oratory

Sentence 1

Speech Emotion Classification (SEC) Model:

= Chunk-level SER model with the RNN-
AttenVec chunk-level attention’ Sentence 2

= Same hyperparameters as the original paper! =—==t=._

Acoustic feature extraction: T
. . Feature Extraction [ Raw Feature Map (X) |
= Extract 512-dimensional wav2vec feature vector? m_l s Erneion | =

LLDs, waveform

inspired by the analysis of Keesing et al. [2021]3 Github |

= Features are z-normalized: @{F e - - -

» The parameters for the mean and standard | :; e | Ul ﬂ
, Representation S

deviation are estimated from the train set @l- Tl 5TV Bl I
1 1
U

ILin, W. C., & Busso, C. (2021). Chunk-level speech emotion recognition: A general framework of sequence-to-one dynamic RNN-AttenVec - ’Séﬁ:ﬁiﬁelﬂfﬂ&m

temporal modeling. IEEE Transactions on Affective Computing.

2Schneider, S., Baevski, A., Collobert, R., & Auli, M. (2019). wav2vec: Unsupervised pre-training for speech recognition. arXiv ;;NNzg;if;%‘:ffdxzmﬂ
preprint arXiv:1904.05862.

3Keesing, A., Koh, Y. S., & Witbrock, M. (2021, August). Acoustic Features and Neural Representations for Categorical Emotion
Recognition from Speech. In Proceedings of the 22nd Annual Conference of the International Speech Communication
Association, Brno, Czech Republic (pp. 3415-3419). [-[l]-_') THE UNIVERSITY OF TEXAS AT DALLAS
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Experiment Setup (Multi-task SER)

Multimodal Signal
Processing La%oratory

Goal: Investigate the benefits of the proposed polarity label in the
predictions of primary or secondary emotions

« Single-task: Primary emotion (P), Secondary emotion (S),
Polarity label (Po)

= Multi-task: (P+Po), (S+Po), (S+P), (S+P+Po)

A # A

One single-task Two multi-tasks Three muIti-tasII:()s
1C
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Learning Objective Function and Evaluation Metric @

Multimodal Signal
Processing La%oratory

Objective functions (Loss): 1.0 1
" Cross-entropy (CE) (softmax) 0.5

= Binary cross-entropy (BCE) (sigmoid) 00 s N AH 4
= Kullback—Leibler divergence (KLD) (softmax) (0.6, 0,0.4,0)
Evaluation metric: Sad, Angry

= Macro Fl-score (maF1)

» Binarize threshold: 1/K, where K is the number of class in the
classification task

= 1/8 for primary emotion recognition task (P)
= 1/16 for secondary emotion recognition task (S)
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Visualization of Improvement for the Prediction of

BN CE

P

P+Po
P+S
P+S+Po

P
P+Po

P+S
P+S+Po

P

P+Po
P+S
P+S+Po

-

(gain)
-
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0.27

0.28

029 030 031

makF1

UT Dallas

Multimodal Signal
Processing La%oratory

KLD BN BCE B CE

S

S+Po
S+P
S+P+Po

N

S+Po
S+P
S+P+Po

S

S+Po
S+P
S+P+Po

& +16.56% (gain)
-

p-

0.30

0.34 0.36 0.38

maF1

0.32

The macro-F1 scores for primary emotion recognition (P) The macro-F1 scores for secondary emotion recognition (S)

Po: polarity label

P: primary emotion label

S: secondary emotion label
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Conclusion @N@P

Contribution:

= Utilize annotators’ typed words of emotion perception to maximize the
utilization of ratings for Speech Emotion Recognition (SER)

Method:

= Propose a 3D polarity label (positive/ambiguous/negative) to improve the
prediction of primary and secondary emotion

Result:

= 8-class Primary emotion classification: +6.4% performance gain

= 16-class Secondary emotion classification: +16.56% performance gain
Findings:

= Typed words in the Other” class have valuable information

= The SER task can be defined as a multi-label task
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