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Personal sound zones - low frequencies – below 600 Hz:
Feedforward sound field control based on transfer func<ons
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Sound zone generation at low frequencies

• Pressure matching in time domain by minimizing error between desired and actual pressure 
in the microphone positions in the bright and dark zone. [Galvez et al.’15]

• By superposition several sound zones can be made
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Sound field control

It is convenient to make the woofers wireless and thereby avoid the need of having
excessive signal cables to the woofers. Unfortunately, wireless communication errors
such as packet losses, time-varying delays, and finite data rates can potentially have
a detrimental e↵ect upon the resulting sound zones, especially in the low frequency
region. In [5] it was shown that packet losses and synchronization errors degrade the
acoustic contrast in the sound zones by several dBs. To achieve a desired degree of
robustness towards packet dropouts one could make use of packet loss concealment
techniques [6], forward error correction erasure codes [7, 8], or use re-transmissions
strategies [8] in case there is a feedback channel. Alternatively one can use joint
source-channel coding techniques, which do not necessarily need a feedback channel,
and where latency can be prioritized. Multiple description (MD) audio coding is a
joint source-channel coding technique, which have been considered in the literature
[9–14]. In [9] and [11], transform-based MD coders were presented, whereas [10, 13,
14] considered parametric MD coders based on linear prediction. The work of [12]
considered MD coding combined with MP3 encoding.

In this work, we utilize the MD audio coding framework presented in [14] in
order to achieve robustness towards packet losses in a wireless sound zone scenario.
Specifically, we consider L wireless woofers that are spatially distributed in a room.
The L control filters for the woofers are jointly designed taking the wireless channel
into account. The audio signal is then filtered by each of the control filters to obtain L

control signals. Each control signal is split into shorter segments and encoded using an
MD coder that yields K packets. The packets are transmitted over a wireless network
and a subset of the packets are received by the wireless woofers. The wireless woofers
decode and play out the signals. In a simulation study, where we assume perfect
synchronization between the woofers and i.i.d. packet losses on the communication
channels, we demonstrate that for a total bitrate of 60 kbps and a segment size (delay)
of 20 ms, it is possible to improve the acoustic contrast ratio by up to 2 dB by using
our proposed MD coder compared to using repetition coding.

Background on Sound Zones

We assume that L woofers are distributed in the room, and that we measure the sound
pressure levels in each zone using M microphones. Let {u(n)} be the audio signal

to be played out by the woofers, and let h̄(m,`)
b 2 RNh be the Nh samples long room

impulse response (RIR) from the `th woofer to the mth microphone in the bright

zone. Similarly, let h̄(m,`)
d 2 RNh ,m = 1, . . . ,M, be the RIRs from the `th woofer to

the M microphones in the dark zone. Finally, let w̄(`) 2 RNw be the control filter for
the `th woofer, for ` = 1, . . . , L.

The sound pressure level p(m)
b (n) measured at the mth microphone position in the

bright zone at time n can be written as:
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• When there are L woofers, the sound pressure level in the bright zone at the position of the m-th 
microphone is given by the super position of the signals from all L woofers:
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The ratio C of the average squared sound pressures denotes the mean acoustic contrast
ratio and defined as [15]:

C = 10 log10
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The set of control filters {w̄(`)}L`=1 can be designed using various techniques [15–
17,17–21]. In this work, we will expand upon the weighted least squares optimization
approach suggested in [15]. In [15], it was proposed that one could find the optimal
control filters by minimizing the following cost function:

J({w̄(`)}L`=1) = (1� �)
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where p̃(m)
b (n) is a desired target sound in the mth microphone position in the bright

zone, � is a regularization parameter, and � controls the trade-o↵ between the quality
of the bright zone and the suppression of energy in the dark zone.

Proposed System Architecture

In this section, we introduce our multi-rate system architecture. We will use time
indices n,m, and n

0 when referring to signals with sample rates of fs,fs, and

K fs,

respectively, where fs is the sampling frequency of the audio source signal {u(n)}.

Generation of Oversampled Control Signals

The control signal x`(n) for the `th woofer is obtained by filtering the audio signal u(n)
by the corresponding control filter W`(z), ` = 1, . . . , L, as illustrated in Fig. 1(b). We
assume the control filters to be time-invariant and known at the decoder. We will be
operating on blocks of audio samples of size B so in practice one could also update the
control filters for each block of B audio samples. We emphasize that the control filters
are not needed at the decoder so it would not yield an increase in the communication
costs by making the control filters adaptive.

The control signal {x`(n)} is upsampled by a factor of  2 N to obtain {x̃(m)}.
The purpose of the upsampling operation is to introduce some controlled redundancy
into the signal that can be exploited at the decoder in case of packet losses [14]. In
order to perform the upsampling operation, we insert  zeros between each sample of
x`(n), and then apply an FIR lowpass filter H(z). The length of the lowpass filter is
chosen as 2 · B.
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indices n,m, and n
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respectively, where fs is the sampling frequency of the audio source signal {u(n)}.

Generation of Oversampled Control Signals

The control signal x`(n) for the `th woofer is obtained by filtering the audio signal u(n)
by the corresponding control filter W`(z), ` = 1, . . . , L, as illustrated in Fig. 1(b). We
assume the control filters to be time-invariant and known at the decoder. We will be
operating on blocks of audio samples of size B so in practice one could also update the
control filters for each block of B audio samples. We emphasize that the control filters
are not needed at the decoder so it would not yield an increase in the communication
costs by making the control filters adaptive.

The control signal {x`(n)} is upsampled by a factor of  2 N to obtain {x̃(m)}.
The purpose of the upsampling operation is to introduce some controlled redundancy
into the signal that can be exploited at the decoder in case of packet losses [14]. In
order to perform the upsampling operation, we insert  zeros between each sample of
x`(n), and then apply an FIR lowpass filter H(z). The length of the lowpass filter is
chosen as 2 · B.
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Wireless transmission to woofers
• Distributed woofers makes wireless transmission much more pracEcal –

e.g., no wires needed from the sound zone system.
• Packet losses could potenEally occur and degrade the resulEng performance.

No packet 
losses

Zone A Zone B

5% iid
packet losses
only on woofer 7



Noise-shaping & source prediction
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Figure 5 Schematics of the complete MD noise-shaped predictive encoder [14,15].

a similar way. Thus, the even samples then constitute one
of the packets in the MD coder, and the odd samples con-
stitute the other packet. The number of samples to include
in each packet depends upon several factors and will be
treated in the sequel.

3.2.1 Linear predictive coding
The encoders will in this work be given by forward lin-
ear prediction coding. In particular, in order to encode the
even signal zeven(n), we design a linear predictor based on
the even unquantized samples zeven(n). We use a forward
linear predictor, which as usual is obtained by minimiz-
ing the prediction error in the least squares sense, cf. [23]
for details. The predictor performs closed-loop predic-
tion, i.e., the quantizer is contained within the prediction
loop [19]. To do so, we consider a block of samples and
use these for estimating the prediction filter. The filter
needs to be encoded and transmitted to the decoder. Thus,
there is a trade-off between the rate required for coding
the filter coefficients, the update rate of the filter, and the
rate required for coding the prediction error. A general
approach to choosing a proper rate distribution between
model parameters and signal was considered in [24].

3.2.2 Coding the prediction error
Even though the prediction filters are updated only once
per block of samples, quantization of the prediction error
is performed on a sample-by-sample basis. Thus, we need
to use scalar quantization, and for simplicity, we will use
scalar uniform quantization [25]. We therefore only need
to design the proper step-size ! of the quantizer. To
obtain the bitrates of the coder, we first run the predic-
tor using a fixed step size ! on a large data set of mixed
audio having a sampling frequency of 48 kHz. Then, a
scalar (Huffman) entropy coder is designed on the quan-
tized output of the predictor [26]. Thus, we are using a

static and memoryless entropy coder. Finally, the predic-
tor is tested on an audio segment (in this case, it consists
of jazz music), which is not part of the training material.
Figure 6 shows the resulting coding rate due to using a
scalar uniform quantizer with a step-size ! followed by a
scalar (Huffman) entropy coder. The corresponding MSE
due to changing the step size of the quantizer is shown
in Figure 7. In these simulations, we update the two lin-
ear predictive coding (LPC) filters once in each block of
128 samples. Since the audio signals have a sampling fre-
quency of 48 khz, then if the bitrate is say 5 bits/sample,
the resulting rate for coding the prediction error is 240
kbps per packet.

3.2.3 Predictor order
In predictive audio coding, it is common to use predictors
of orders greater than 10 [6]. However, in our case, the

Figure 6 Bitrates due to forward linear prediction followed by
encoding of the prediction error.

• For sources with memory, we replace the quantizer by 
a DPCM loop (closed-loop predictive quantization)

• We have two inner predictive quantization loops and 
one outer noise-shaping loop

Noise-Shaped PredicSve Coding for MulSple DescripSons
of a Colored Gaussian Source. 
[Y. Kochman, J. Østergaard, R. Zamir. IEEE Data Compression Conference, 2008.]

The DPCM loop can actually also be exisSng audio coders
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• Upsample by L ≥ 2
• Create K >= L descriptions
• Perform closed-loop (DPCM) 

quantization in each inner loop
• Perform one outer loop with 

noise shaping
• Perform decoding from arbitrary

subsets of descriptions
• Decoder optimized for audio

[Østergaard, DCC 2021]



Oversample control signals
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Abstract

We present a joint design of sound zone control filters and robust audio coding for wireless
low frequency sound zones. The audio signal is filtered using sound zone control filters and
encoded using a multiple-description coder. The control filters and the multiple-description
coder are combined in a nested loop. The inner loop performs filtering for sound zone
control and generates multiple descriptions using oversampling and closed-loop prediction.
The outer loop performs noise shaping and guarantees a trade-o↵ between robustness and
quality of the descriptions. A closed-form expression for the optimal sound-zone control
filters are provided, and a simulation study demonstrates that even at moderate packet loss
rates, a significant gain is possible compared to not using multiple descriptions.

Introduction

By using a number of distributed loudspeakers and sound field control techniques, it
is possible to construct sound zones [1–4]. With sound zones the sound waves from
the loudspeakers will be superimposed to reach a target sound in certain regions of
the room, and reducing the sound level in other regions (by destructive interference).
We refer to the regions with the target sound as bright zones, and those with low
sound pressure levels as dark zones. A setup with two zones; a bright and a dark, is
sketched in Fig. 1(a).

To generate sound zones for the low frequency range, say below 600 Hz, it is
common to use multiple woofers that are spatially distributed in the room [1].

u(n)

W1(z)
x1(n)

" H(z)
x̃1(m)

WL(z)
xL(n)

" H(z)
x̃L(m)

(a) (b)

Figure 1: (a) Example of bright and dark zones. (b) Oversampled control signals.

We first oversample the control signals to the woofers



The oversampled control signal from woofer l is sent through the 
MDC encoder resulting in K descriptions.
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Figure 2: (a) K-descriptions encoder. (b) Closed-loop DPCM. (c) Joint decoder.

downsampled signals in order to obtain K packets; Packet (`, 1), . . . , Packet (`, K),
for the `-th control signal {x̃`(m)}. Note that the packets are of variable lengths.

The K error signals {e`,i(n0)}, i = 1, . . . , K, from the closed-loop predictive coders
are interleaved (multiplexed) to obtain a single error signal {e`(m)} as shown in
Fig. 2(a). The resulting error signal is then finally filtered by C(z) to obtain a
degree of noise-shaping, where the quantization noise is shaped away from the in-
band spectrum to the out-of-band spectrum, see [14] for details. The noise-shaping
basically controls the trade-o↵ between the resulting reconstruction quality using a
single description compared to when reconstructing using several descriptions.

At the receiving end, the 0  k  K received descriptions for a given control
signal are jointly decoded using the decoding principle presented in [14]. Specifically,
if all K descriptions are received, the given control signal is reconstructed as {x̂`(n)}
simply by inverse prediction using A`,i(z) and then interleaving theK streams yielding
{ẑ`(m)} and then downsampling this signal by a factor of K to get the reconstruction
{x̂`(n)} at the original sampling frequency, see Fig. 2(c).

Assume k < K descriptions are received. Then, we make copies of a selection
of the received descriptions so that we obtain K descriptions in total, and then we
simply resample the signal to the original sampling frequency. Due to the uniform
downsampling at the encoder, descriptions whose indices are closer to each other
(modulo K), has a higher correlation than descriptions further away from each other.
It was therefore suggested in [14] to replace lost descriptions by the received descrip-
tions, which were closest to them. For example, if we at a given time instance have



DPCM encoder and joint decoder
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Figure 2: (a) K-descriptions encoder. (b) Closed-loop DPCM. (c) Joint decoder.

downsampled signals in order to obtain K packets; Packet (`, 1), . . . , Packet (`, K),
for the `-th control signal {x̃`(m)}. Note that the packets are of variable lengths.

The K error signals {e`,i(n0)}, i = 1, . . . , K, from the closed-loop predictive coders
are interleaved (multiplexed) to obtain a single error signal {e`(m)} as shown in
Fig. 2(a). The resulting error signal is then finally filtered by C(z) to obtain a
degree of noise-shaping, where the quantization noise is shaped away from the in-
band spectrum to the out-of-band spectrum, see [14] for details. The noise-shaping
basically controls the trade-o↵ between the resulting reconstruction quality using a
single description compared to when reconstructing using several descriptions.

At the receiving end, the 0  k  K received descriptions for a given control
signal are jointly decoded using the decoding principle presented in [14]. Specifically,
if all K descriptions are received, the given control signal is reconstructed as {x̂`(n)}
simply by inverse prediction using A`,i(z) and then interleaving theK streams yielding
{ẑ`(m)} and then downsampling this signal by a factor of K to get the reconstruction
{x̂`(n)} at the original sampling frequency, see Fig. 2(c).

Assume k < K descriptions are received. Then, we make copies of a selection
of the received descriptions so that we obtain K descriptions in total, and then we
simply resample the signal to the original sampling frequency. Due to the uniform
downsampling at the encoder, descriptions whose indices are closer to each other
(modulo K), has a higher correlation than descriptions further away from each other.
It was therefore suggested in [14] to replace lost descriptions by the received descrip-
tions, which were closest to them. For example, if we at a given time instance have
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degree of noise-shaping, where the quantization noise is shaped away from the in-
band spectrum to the out-of-band spectrum, see [14] for details. The noise-shaping
basically controls the trade-o↵ between the resulting reconstruction quality using a
single description compared to when reconstructing using several descriptions.

At the receiving end, the 0  k  K received descriptions for a given control
signal are jointly decoded using the decoding principle presented in [14]. Specifically,
if all K descriptions are received, the given control signal is reconstructed as {x̂`(n)}
simply by inverse prediction using A`,i(z) and then interleaving theK streams yielding
{ẑ`(m)} and then downsampling this signal by a factor of K to get the reconstruction
{x̂`(n)} at the original sampling frequency, see Fig. 2(c).

Assume k < K descriptions are received. Then, we make copies of a selection
of the received descriptions so that we obtain K descriptions in total, and then we
simply resample the signal to the original sampling frequency. Due to the uniform
downsampling at the encoder, descriptions whose indices are closer to each other
(modulo K), has a higher correlation than descriptions further away from each other.
It was therefore suggested in [14] to replace lost descriptions by the received descrip-
tions, which were closest to them. For example, if we at a given time instance have

• Each of the K fracSonally sampled signals are sent through closed-loop DPCM encoder following by entropy coding.

• The subset of received descripSons are first indivially ”inverse” DPCM coded, and finally jointly combined and 
and resampled to the original sampling frequency. 

• The reconstructed signal is played out by the l-th woofer

• The above is performed in parallel for all L woofers,  and we assume all woofers are synchronized in Sme.



Design of optimal control filters
In order to design the control filters, we extend (4) to take into account the impact

of MD coding and packet losses in the design of the filters. Specifically, we propose
the following cost function, which is to be minimized by the optimal set of control
filters:
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In (6), x̂`(n) denotes the reconstruction of the `th control signal, which depends
upon the number of received descriptions. In (7), In ✓ {1, . . . , K}L denotes the set
of indices of the received descriptions at time instance n for all the L loudspeakers.
P (In|In�1) is the conditional probability that this particular set In of descriptions is
received given the past received descriptions indexed by In�1 = I1, . . . , In�1. We note
that In = (I1

n, . . . , IL
n ), so that the received descriptions for loudspeaker ` is given

by I`
n. The signal x̂I`
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` is the reconstructed signal due to using only the descriptions

indexed by I`
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` (n) depends upon the past history of packet losses but it should
also be noted that it also implicitly depends upon the past sequence of reconstructions
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Generation of Multiple Descriptions

Each oversampled control signal {x̃`(m)}, ` = 1, . . . , L, is input to a multiple de-
scription audio coder that creates K descriptions using closed-loop prediction and
noise-shaping as recently suggested in [14]. As illustrated in Fig. 2(a), the control
signal {x̃`(m)} is de-multiplexed into K signals z`,i(n0+i�1) = x̃`(bm/Kc+i�1), i =
1, . . . , K. Thus, n0 = bm/Kc and it follows that {z`,i(n0)} is a K times uniformly
downsampled version of z`(m). Each downsampled signal {z`,i(n0)} is input to a
closed-loop predictive quantizer as illustrated in Fig. 2(b), and the output {y`,i(n0)}
of the quantizer is further entropy coded using a Hu↵man coder, which results in
a variable length bit string. For the first packet, we combine the bit strings of B
consecutive samples y`,1(n0), . . . , y`,1(n0 + B � 1) into a single packet referred to as
Packet (`, 1) in Fig. 2(a). A similar procedure is performed for the remaining K � 1
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We can use the same arguments as above in order to compute the second sum in

(5). What then remains to be computed is the resulting MSE distortion. We here
make the assumptions that the source and quantization noise are zero-mean white and
Gaussian signals with variances �

2
x and �

2
q , respectively. Moreover, we assume that

the error at time n does not depends upon the packet loss patterns at previous time
slots. With this, we can use a result of [25, Eq.(7)], where for ↵ = 1, the conditional

MSE distortion E[(vI
`
n

` (n))2|I`
n] per sample can be shown to be given by:

�(I`
n) = E[(vI

`
n

` (n))2|I`
n] =

|I`
n|
K

�
2
q

�
|I`

n|�1�K + (K � |I`
n|)�

�
, 8I`

n ✓ {1, . . . , K}, (9)

where � describes the desired trade-o↵ between central and side distortions [25]. No-
tice that (9) is independent of the control filters and that �(I`
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Given the packet loss probability and the above closed-form expressions for the cost
function, the optimal set of filters that minimizes the cost function (5) – can be
computed analytically as the solution to a quadratic problem:
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see [15] for details, and P̃r = [p̃(1)Tr , . . . , p̃
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r ]T contains the M reference signals.

Simulation Study

For the simulations we use 60 seconds of pop music sampled at fs = 1200 Hz. We
encode the music into consecutive and non-overlapping segments each having B = 24
samples, which corresponds to 20 ms per block. Choosing a larger segment size intro-
duces more delay into the system, and a shorter segment size implies more frequent
updates of the predictor A`,i, which would result in an increase of the total bitrate
required to inform the decoder about the coe�cients of the predictor.

We use simulated room impulse responses from a room of size 5.5x8.65x2.7 meters,
where L = 8 wireless woofers were placed as detailed in [5]. Each woofer signal is

1Thus, we assume a stochastic quantizer such as a subtractively dithered quantizer is being used.
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Cost function:

Expected
packet losses
are taken into
Account:



Simulation study

Predictor order Performance Rate residual Rate LSFs Total rate

1 22.273 dB 65.06 kbps 2.89 kbps 67.95 kbps
2 22.275 dB 53.85 kbps 6.00 kbps 59.85 kbps
3 22.271 dB 53.13 kbps 7.94 kbps 61.07 kbps

Table 1: Rate and performance (acoustic contrast ratio) as a function of the order of the
predictor A(z) in Fig. 2(b) for a K = 2 multiple-description system.

encoded into K descriptions. Thus, L ·K packets need to be communicated for each
segment of 24 audio samples.

In this first simulation study we use a multiple-description code with K = 2
descriptions. The noise-shaping filter C(z) is fixed as a 10th order filter designed using
the method in [26]. The choice of order of the linear predictor A`,i(z) in the closed-
loop DPCM encoder and decoder is a compromise between the prediction accuracy
and the cost in terms of resulting coding rates. A better prediction leads to a residual,
which can be encoded using less bits. On the other hand, a better prediction requires a
higher order of the predictor, which leads to a greater bitrate for coding the predictor
coe�cients. In Table 1 we have shown the resulting discrete empirical entropies for
the prediction residual and the predictor coe�cients as a function of the predictor
order. The predictor coe�cients are converted to line spectral frequencies (LSFs),
scalar quantized, and finally vector entropy coded. The quantized prediction residual
{y`,i(n0)} is scalar entropy coded. The measured empirical entropy provides a lower
bound on the resulting operational bitrate that would be obtained using optimal
entropy coding, and we refer to them as rates in Table 1. These rates are sum-rates
over all L = 8 woofers and K = 2 descriptions, which yields a total of 16 packets that
are transmitted for each segment of 24 audio samples. It is clear from Table 1 that a
linear predictor of order 2 provides the best trade-o↵ between rate and performance.

In the second simulation we fix the predictor A(z) to be of order 2, and the total
sum-rate is fixed at 60 kbps. We then compare the resulting performance when using
a multiple-description system with K = 2, 3 descriptions. In addition, we measure
the performance using K = 1 description at 60 kbps. Finally, we also compare to the
performance when using a K = 1 description system with a bitrate of 30 kbps and
then sending each packet twice so that the total bitrate is then 60 kbps. We assume
i.i.d. packet losses and average the performance across 50 realizations of packet loss
patterns. The resulting acoustic contrast ratios are reported in Fig. 3 as a function of
packet loss probabilities. In these simulations, we have assumed that all woofers are
perfectly synchronized. The graphs labeled ’unknown channel’ and ’known channel’
indicate that the control filters are optimized for zero packet losses and for the correct
packet loss probability, respectively. For each packet loss probability, new filters need
to be calculated using (10), and the step-size of the quantizer needs to be adjusted
accordinly to keep the resulting bit-rate fixed at 60 kbps. The gain due to knowing the
packet loss probability compared to simply optimizing for zero packet losses becomes
more apparent above 10% packet loss probabilities. It can also be observed that
around 2 dB in contrast ratio can be gained by using MDC over using a K = 1
description system and repeating the packets.

• The coding rate includes the bits required for coding the quantized AR predictor coefficients
and the quantized residual. 

• For a K=2 description system, it was sufficient to use a predictor order of 2, while keeping a 
desired acoustic constrast ratio.

• We used 60 seconds of pop music sampled at 1200 Hz.
• We use block sizes of 20 ms corresponding to  24 samples.
• We used simulated room impulse response funcSons from a room of size 5.5 x 8.65 x 2.7 meters.
• We used L = 8 woofers.
• Note that L*K packets needs to be transmiged



Simula/on results for 60 kbps total rate
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Figure 3: Acoustic contrast ratio as a function of packet loss probabilties. ’unknown channel’
and ’known channel’ indicate that the control filters are optimized for zero packet losses
and for the correct packet loss probability, respectively.

Conclusions

We proposed a framework that combined audio coding and sound zone control. We
used FIR filtering for the sound zone control, and predictive (DPCM) coding com-
bined with oversampling and noise-shaping in order to obtain an audio coder, which is
robust to packet losses. A closed-form expression for the optimal sound zone control
filters were provided, and a significant gain in acoustic contrast was demonstrated
even at small to moderate packet losses.

Acknowledgments

This work is partly funded by the Innovation Fund Denmark (IFD) under File No
9069-00038B in the project: Interactive Sound Zones for Better Living (ISOBEL).

References

[1] W.F Druvesteyn and J. Garas, “Personal sound,” Journal of Audio Engineering, vol.
45, 1997.

[2] J.W. Choi and Y.H. Kim, “Generation of an acoustically bright zone with an illumi-
nated region using multiple sources,” The Journal of the Acoustical Society of America,
vol. 111, 2002.

[3] S.J. Elliott, J. Cheer, H. Murfet, and K. R. Holland, “Minimally radiating sources for
personal audio,” The Journal of the Acoustical Society of America, vol. 128, 2010.

[4] J. Cheer, S.J. Elliott, and M.F.S. Gálvez, “Design and implementation of a car cabin
personal audio system,” AES: Journal of the Audio Engineering Society, vol. 61, 2013.

[5] C. S. Pedersen, M.B. Møller, and J. Østergaard, “E↵ect of wireless transmission errors
on sound zone performance at low frequencies,” in Euroregio BNAM Joint Acoustic
Conference, 2022.

[6] S. Wabnik, G. Schuller, J. Hirschfeld, and U. Kraemer, “Packet loss concealment in
predictive audio coding,” in IEEE Workshop on Applications of Signal Processing to
Audio and Acoustics, 2005., 2005, pp. 227–230.

For the case  unknown channel we designed for 0%  packet loss rates.



Conclusions

• We proposed a joint framework that combined audio coding, multiple descriptions, and sound zone control. 

• We used FIR filtering for the sound zone control, and predictive (DPCM) coding combined with oversampling 
and noise-shaping in order to obtain an audio coder, which is robust to packet losses. 

• A closed-form expression for the optimal sound zone control filters were provided, which takes into the 
account the packet loss rate.

• Significant gain in acoustic contrast was demonstrated even at small to moderate packet losses. 
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