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In computer science permutations are used in pattern searching, duplicate
documents detection and data compression tasks.

For this reason, redundancy reduction leading to a concise representation of
permutations is very important.

In this paper, we introduce a novel method for succinct representation of
permutations where the average number of bits per element is close to the
theoretic limit.

Introduction



We consider 𝑛-element permutations 𝜋(𝑛) for 𝑛 being integer powers of 2.
Theoretical entropy limit can be calculated as (equal probabilities of 𝜋(𝑛)):

𝐻 𝑛 =
1

𝑛
log2(𝑛!).

And using Stirling’s approximation formula we can write:

𝐻 𝑛 = log2 𝑛 − log2
𝑛

𝑛
𝑛!

≈ log2 𝑛 − 1.443.

The theoretical limit



The proposed method

The proposed method is based on divide-and-conquer strategy.

The outline of the method.
1. The method follows the divide-and-conquer strategy and at each stage the
currently considered permutation is divided into two equal halves (bins).
2. Binary encoding is used to describe elements-to-bins assignment (’0’-first,
’1’-second bin).
3. Depending on a form of permutation some bits can be omitted, which
leads to succinct representation.



The proposed method

For example, we have the following permutation 𝜋2 = 0,2,1,3,7,6,4,5 we want to
encode.

1. 𝜋1 = 0,1,2,3,4,5,6,7 .

0,1,2,3,4,5,6,7

Encoding: ‚0000’

0,1,2,3 4,5,6,7



The proposed method

2. 𝜋1 = 0,1,2,3|4,5,6,7 .

0,1,2,3) (4,5,6,7

Encoding: ‚010’ Encoding: ‚11’

0,2) (1,3 6,7 (4,5)



The proposed method

3. 𝜋1 = 0,2 1,3 6,7|4,5 .

0,2) 1,3 6,7 (4,5

Enc.: ‚0’ Enc.: ‚0’ Enc.: ‚1’ Enc.: ‚0’

0) 2 1 (3 7 6 4 5

𝜋2 = 0,2,1,3,7,6,4,5



The proposed method

Hence, the following permutation 𝜋2 = 0,2,1,3,7,6,4,5 can be encoded as the
sequence of concatenated stage encodings.

We have than: 𝐶2 = 0000010110010. This gives a numer of 13 bits. The numer of
bits can change depending on permutation.

This encoding is unique.

The following encodings can be concatenated and written as a stream of
bits/bytes.



The bounds and average number of bits

For the proposed method the minimum number of bits equals:

𝐺𝑚𝑖𝑛 𝑛 =
1

2
log2 𝑛 .

The maximum number of bits equals:

𝐺𝑚𝑎𝑥 𝑛 = log2 𝑛 − 1 −
1

𝑛
.

The average number of bits (with 𝑛 → ∞):

𝐺 𝑛 = log2 𝑛 − ෍

𝑖=0

log2 𝑛−1
1

2𝑙 + 1
≈ log2 𝑛 − 1.269.



Experimental results

Comparison of the theoretical 𝐻(𝑛) limit with the efficiency of the proposed
method 𝐺(𝑛).



Thank you for watching our video.


