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Scalar quantization is an important component of modern lossy data
compression systems including end-to-end approaches based on artificial
neural networks.

In practical applications, uniform quantization is preferred for its simplicity,
but in general non-linear quantization is optimal.

In this paper, we propose neural implementation of companded quantization
which is the convenient tool to realize non-linear quantization.

Introduction



Companded quantization



In this scheme, random variable 𝑥 goes first through the compressor function
𝑐(𝑥). Its role is to properly stretch and compress the values of random
variable depending on the probability density function 𝑓𝑥 𝑥 according to the
following rule: “stretch” high probability regions and “compress” regions with
low probabilities. In this way we can assign more reconstruction values to the
regions of high-probability using uniform quantization.

As the next stage, we have uniform quantization. Finally, at the output of the
scheme we apply the expander function 𝑒(𝑥) whose role is to reverse the
effect of the compressor function.

Companded quantization



Proposed method

In the proposed neural
network based realization
of non-linear companded
quantization we follow the
presented scheme but in
place of compressor 𝑐(𝑥)
and expander 𝑒(𝑥) we use
artificial neural networks.



In the proposed method the uniform quantization is modelled using two
different approaches:

• based on rounding operation,

• using additive and uniformly distributed noise with zeros expected value
and properly selected variance.

Proposed method



Test images used during the experiments.

Experimental results



Experimental results for „Lena.bmp” image.

Experimental results



Experimental results for „Noise.bmp” image (Gaussian noise).

Experimental results



Experimental results proved that the proposed neural realization of optimal
scalar quantization can be used in modern “end-to-end” trained lossy data
compression systems based on artificial neural networks.

The proposed approach allowed to obtain better results than Lloyd-Max
algorithm which suffered from convergence issues.

The directions of the future research will be focused on quantization of many
variables with a bit budget constraint and application to data compression
based on neural realization of Karhunen-Loève transform.

Conclusions



Thank you for watching our video.


