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ChallengesExisting Works on IMEInteger Motion Estimation

• Goal: 
• Finding the MV of a block by block-matching in integer precision

• Process:
1. Select Initial Search Point (ISP) from a predicted MV (PMV)

2. Search the search points around the ISP within a search range 

3. Record the SP with the most similar block

• Criteria: 
• Simplified Rate-Distortion (RD) Cost as 𝐽 = 𝑆𝐴𝐷 + λ𝑅(𝑀𝑉𝐷)

• Features:
• Important and with high complexity

• Dilemma:
• Coding performance vs Complexity
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ChallengesExisting Works on IMEInteger Motion Estimation

• Algorithms with search patterns: 
• Diamond Search -> TZSearch -> SP further reduced

• Problem of irregular data access : 

• Hardware schemes such as pipeline and reuse FAIL

• Hardware-friendly algorithms:
• Full search (FS) with regular data access

• FS within adaptive search range (ASR)

• FS within down-sampled pictures

Fig. 1 TZSearch Patterns

Fig. 2 Idle cycles in pipeline of TZSearch
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ChallengesExisting Works on IMEInteger Motion Estimation

• Architecture of a hardware encoder: 
• Widely adopted :  CTU-level Pipeline => CTU-level IME 

• Efficiency but with stricter constrain on data dependency 

• Challenge : 

• Data dependency on deriving PMV ： AMVP

• Early work : only apply PMV of CTU with 0.98% coding loss

Fig. 1 CTU-level pipeline architecture Fig. 2 CTU-level pipeline Fig. 3 Required coded MVs
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ChallengesExisting Works on IMEInteger Motion Estimation

• Increased number of possible divided block
• HEVC

• Coding Unit (CU): Quart Tree (QT) -> Prediction Unit (PU) 

• Maximum 593 blocks from a CTU of 64x64

• VVC

• CU: QT + Binary Tree (BT) + Ternary Tree (TT) 

• Five spit types

• CU Size = PU Size

• Maximum 1661 blocks from a CTU of 64x64

Fig. 1 Five split types
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01
Predicted Motion Vector Prediction 

Based on Affine Motion Model
Data dependency in PMVs

02Multi-resolution Search Algorithm Search with regular data access 

03
Motion Vector Inference Based on 

Error Surface Model
Increased divided blocks
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Overall

Fig. 1 Overall procedure



• Basic Idea
1. Model the coded MV field (MVF) within the CTU

2. Estimate the model with the coded MVs around the CTU

3. Predict the PMV with the model 

• Model : Affine motion model (AMM)
• Affine motion model 

ቊ
𝑀𝑉𝑥 = 𝑎𝑥 + 𝑏𝑦 + 𝑐
𝑀𝑉𝑦 = 𝑑𝑥 + 𝑒𝑦 + 𝑓

• Fitness of modeling the coded MVF

Proposed Method02

Predicted Motion Vector Prediction Based on Affine Motion Model

(1)



• Estimate : MV extraction and parameter estimation

Three lists of 4x4 blocks, each records first two MV in matrix as M and its position in matrix as P

Proposed Method02

Predicted Motion Vector Prediction Based on Affine Motion Model

Fig. 1 Three candidate list



• Estimate : MV extraction and parameter estimation

•

• 𝑷𝐀 = 𝐌
Norm equation

𝐀 = 𝐏𝐓𝐏
−𝟏
𝐏𝐓𝐌

• The parameter can be estimated.

• Predict :

•

• The predicted PMVs will be utilized in the search process to derive the RD costs 
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Predicted Motion Vector Prediction Based on Affine Motion Model

ቊ
𝑀𝑉𝑥 = 𝑎𝑥 + 𝑏𝑦 + 𝑐
𝑀𝑉𝑦 = 𝑑𝑥 + 𝑒𝑦 + 𝑓

ቊ
𝑃𝑀𝑉𝑥 = 𝑎𝑥 + 𝑏𝑦 + 𝑐
𝑃𝑀𝑉𝑦 = 𝑑𝑥 + 𝑒𝑦 + 𝑓

(2)

(3)



• TT blocks

• Def : Only available if TT split is allowed

• Number : 700

• BTQT blocks

• The rest of the blocks

• Number : 961

• MVs are derived from MRS
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BTQT and TT blocks

Fig. 1 An example of BTQT and TT blocks



• Process

• Level 2 
• 16:1 down-sampled picture

• Range [-128, 127] center on (0, 0)

• Two best MVs of CTB : 𝑀𝑉0
2 and 𝑀𝑉1

2

• Level 1 
• 4:1 down-sampled picture

• Range [-32, 31] center on 𝑀𝑉0
2, 𝑀𝑉1

2 and 𝑃𝑀𝑉𝐶𝑇𝐵

• One best MVs of CTB : 𝑀𝑉1

• Level 0 
• 1:1 fine picture

• Range [-8, 7] center on 𝑀𝑉1

• MVs for all blocks to be searched
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Multi-resolution Search (MRS)

Fig. 1 Process of  MRS



• Any TT block can be split into two BTQT blocks

• For a certain SP at (𝑥, 𝑦)

• Quadratic Error Surface Model

• TT SAD in Quadratic Error Surface model
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Motion Vector Inference Based on Error Surface Model

𝑆𝐴𝐷 𝑥, 𝑦 = 𝑎 𝑥 − 𝑥𝑚𝑖𝑛
2 + 𝑏(𝑦 − 𝑦𝑚𝑖𝑛)

2 + 𝑘

𝑆𝐴𝐷𝑇𝑇 𝑥, 𝑦 = 𝑆𝐴𝐷𝐵𝑇𝑄𝑇
0 (𝑥, 𝑦) + 𝑆𝐴𝐷𝐵𝑇𝑄𝑇

1 𝑥, 𝑦

𝑆𝐴𝐷𝑇𝑇 𝑥, 𝑦 = α 𝑥 −
𝑎0𝑥𝑚𝑖𝑛

0 + 𝑎1𝑥𝑚𝑖𝑛
1

𝑎0 + 𝑎1

2

+β 𝑦 −
𝑏0𝑦𝑚𝑖𝑛

0 + 𝑏1𝑦𝑚𝑖𝑛
1

𝑏0 + 𝑏1

2

+ λ Fig. 1 Relation between a TT block and 

two BTQT blocks

(3)

(4)

(5)



• Min value is obtained at  
𝑎0𝑥𝑚𝑖𝑛

0 +𝑎1𝑥𝑚𝑖𝑛
1

𝑎0+𝑎1
,
𝑏0𝑦𝑚𝑖𝑛

0 +𝑏1𝑦𝑚𝑖𝑛
1

𝑏0+𝑏1

• (𝑥𝑚𝑖𝑛
0 , 𝑦𝑚𝑖𝑛

0 ) and (𝑥𝑚𝑖𝑛
1 , 𝑦𝑚𝑖𝑛

1 ) 

• => MVs of two BTQT block ( From MRS )

• 𝑎0, 𝑏0, 𝑎1, 𝑏1
• => Parameters of BTQT blocks’ error surfaces ( Unknown )

• => Can be estimated in MRS
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Motion Vector Inference Based on Error Surface Model

𝑆𝐴𝐷𝑇𝑇 𝑥, 𝑦 = α 𝑥 −
𝑎0𝑥𝑚𝑖𝑛

0 + 𝑎1𝑥𝑚𝑖𝑛
1

𝑎0 + 𝑎1

2

+ β 𝑦 −
𝑏0𝑦𝑚𝑖𝑛

0 + 𝑏1𝑦𝑚𝑖𝑛
1

𝑏0 + 𝑏1

2

+ λ (5)



• Estimation of 𝑎0, 𝑏0, 𝑎1, 𝑏1

• Finally 
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Motion Vector Inference Based on Error Surface Model

a =
1

2
(SAD xmin + 1, ymin + SAD xmin − 1, ymin − 2SAD xmin, ymin )

b =
1

2
(SAD xmin, ymin + 1 + SAD xmin, ymin − 1 − 2SAD xmin, ymin )

ቊ
a = SAD xmin + 1, ymin − SAD xmin, ymin

b = SAD xmin, ymin + 1 − SAD xmin, ymin

Simplified

Recorded for all BTQT blocks in MRS

𝑴𝑽𝑻𝑻 =
𝒂𝟎𝒙𝒎𝒊𝒏

𝟎 + 𝒂𝟏𝒙𝒎𝒊𝒏
𝟏

𝒂𝟎 + 𝒂𝟏
,
𝒃𝟎𝒚𝒎𝒊𝒏

𝟎 + 𝒃𝟏𝒚𝒎𝒊𝒏
𝟏

𝒃𝟎 + 𝒃𝟏

(6)

(7)
Fig. 1 Required SAD values



• Implemented on VVC reference software VTM 10.0

• QP set

22, 27, 32, 37

• Coding Structure : Low-delay P 

• Test sequences

• Sequences from A1, A2, B, C and D in common test condition (CTC) of VVC

• Metric

• Anchor VTM 10.0

• Coding performance : BD-BR

• Complexity reduction : Time reduction ratio (TR)

TR =
𝑇𝑅𝑒𝑓 − 𝑇𝑇𝑒𝑠𝑡

𝑇𝑅𝑒𝑓
× 100%

Experimental Result03

Test Conditions Result Future work
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Test Conditions Result Future work

• Two comparisons

• MS : An algorithm that further reduced 

the number of SPs in TZSearch by 1/3 

• ASR : An algorithm that performs FS 

within an adaptive search range

• Overall performance

• Time reduced by  81%

• Performance loss 1.20% 

• Individual performances
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Test Conditions Result Future work

• Improvement on performance loss

• From MRS : Inaccuracy MV on down-sampled picture

• From MVI :  Inaccurate modeling of error surface

• Further hardware implementations

Fig. 1 Example of inaccurate search Fig. 2 Example of inaccurate modeling
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Looking forward to your questions and opinions . 


