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This work proposed a spatio-temporal JND model based on semantic attention.
Firstly, the principal semantic features affecting visual attention are extracted, in-
cluding the semantic sensitivity, objective area and shape, central bias and contextual
complexity, and the HVS responses of these four features are explored and quantified.
Secondly, the semantic attention model is constructed by inscribing the attentional
competition model, considering the interaction between different objects with limited
perception resources. Finally, the obtained semantic attention weighting factor is
combined with the basic spatial attention model to develop an improved transform
domain JND model. Detailed performance results of different JND models are shown
in Tab. 1. The simulation results validate that the proposed JND profile is highly
consistent with HVS, with strong competitiveness among the state-of-the-art models.

Table 1: Performance Comparison of Different JND Models.

Sequences Bae2017 [1] Zeng2019 [2] Xing2021 [3] Propose
PSNR DMOS PSNR DMOS PSNR DMOS PSNR DMOS

BasketballDrill 26.73 14.24 32.10 22.18 26.19 11.59 25.22 10.88
PartyScene 29.33 10.18 31.05 23.88 27.94 12.24 27.10 10.06
RaceHorses 31.41 9.59 31.21 22.76 29.50 10.47 29.96 8.71
FourPeople 26.86 14.41 30.06 24.41 25.90 14.88 25.30 11.94
Johnny 27.76 13.65 31.34 21.76 28.98 11.71 26.91 7.29
KristenAndSara 28.39 12.47 30.08 24.12 24.94 12.94 24.56 7.71
Kimono1 27.54 13.94 28.96 25.06 26.55 14.76 25.94 7.41
ParkScene 26.61 13.00 29.07 23.18 24.94 13.12 24.56 8.18
BasketballDrive 31.11 10.76 32.15 22.47 30.52 10.65 29.15 9.88
BQTerrace 28.58 10.53 30.39 23.65 29.73 12.71 28.54 8.12
Average 28.43 12.49 30.64 23.47 27.83 12.51 27.03 9.42
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