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/ Introduction \ e Key Idea ™ Method
Goal Restoring multiple degradation levels We introduce a hypernetwork that generates the As.part of the traolnlng process our hypernetwor.k 1S optlmlzed with multl!ole
o optimal kernels for an image restoration network, main networks to simultaneously restore images with a variety of degradation
Tasks Denoising based on the required restoration level given as an levels. The different networks are generated by a scalar multiplication.
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Challenge Achieve a high restoration accuracy I
while maintaining a compact network !
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Theory s Results ~
_ ~ Denoising R OF%.
Observation: PSNR I-;_ ) Residual [ Residual
: : c e . 5 25 45 65 00  Mean e Block Block
* For a given network architecture, Ny (), there are infinite Baseline 4048 3142 2864 2706 2573  30.66
. . . . Ours 4039 ~31.40 2850 ~27.06 2573~ 306l
sets of weights which provide the same or similar output .
* Our method finds a set of weights, each corresponding to Qualitative Results
a different noise level, such that they are linearly o ° .
depended. 2/ @ e o
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* All set of weights are easily generated from one single set N | s | Y
: SR TPOT Noise: 55 Noise: 75
by a simple scalar multiplication. ~ DelPEG . B e e e
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PSNR
2 3 4 5 6 Mean
@ Baseline 3695 2986 29.54 25.67 25.06 2941
@ @ Ours 3671 29777 2948 ~ 35637 2492 ~ 29.30
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