
IMAGE GENERATION IS MAY ALL YOU NEED FOR VQA

Kyungho Kim, Junseo Lee, Jihwa Lee

ActionPower Corporation, South Korea

ABSTRACT
Visual Question Answering (VQA) stands to benefit from
the boost of increasingly sophisticated Pretrained Language
Model (PLM) and Computer Vision-based models. In partic-
ular, many language modality studies have been conducted
using image captioning or question generation with the knowl-
edge ground of PLM in terms of data augmentation. However,
image generation of VQA has been implemented in a limited
way to modify only certain parts of the original image in order
to control the quality and uncertainty. In this paper, to address
this gap, we propose a method that utilizes the diffusion model,
pre-trained with various tasks and images, to inject the prior
knowledge base into generated images and secure diversity
without losing generality about the answer. In addition, we
design an effective training strategy by considering the diffi-
culty of questions to address the multiple images per QA pair
and to compensate for the weakness of the diffusion model.
VQA model trained on our strategy improves significant perfor-
mance on the dataset that requires factual knowledge without
any knowledge information in language modality.

Index Terms— Visual question answering, image genera-
tion, diffusion model, knowledge base, data augmentation

1. INTRODUCTION

In recent years, the VQA [1, 2] task is receiving tremendous
attention as a multimodal task that requires understanding
both language and vision. Such VQA problems require a mas-
sive amount of image-question-answer triplet because it is
necessary to understand not only each modality but also the
relationship between different modalities [3, 4]. From this per-
spective, the research has put many endeavors into collecting
various types and more significant amounts of data for the
VQA dataset [5, 6] . However, making triplet data manually
is expensive and time-consuming. Also, even if humans try
to collect as many question types and images as possible in a
balanced manner, human bias is eventually involved, resulting
in an unbalanced dataset [7]. To address such data construction
problems, methods for automatically transforming data and
creating a dataset that requires an external knowledge base and
much deeper reasoning have been proposed [8, 9].

With the advances in Natural Language Process (NLP),
Language Models (LM) are used to automate the VQA dataset
construction and obtain a larger number of VQA triplets. [10]

uses translation-pair to increase the number of annotations.
[11] takes advantage of image alt-text annotation to collect
image-caption pairs. VQ2A [12] uses question generation from
image caption to increase the VQA triplets. However, since
these methods increase the number of triplets by creating a new
question, there are disadvantages of equally treating easy ques-
tions, such as true/false binary choice, and difficult questions,
such as ‘how’ and ‘why’ which require deeper reasoning. To
bridge the gap between the difficulty of questions, researchers
leverage the prior knowledge of PLM by injecting additional
information into the VQA model to clarify the information
about facts. [13, 14] infuse the external knowledge base as
language embedding of PLM to solve the fact-based problem.

In the field of vision, many attempts exist to augment the
VQA dataset to overcome a limited volume of an image that
is costly to collect. [15, 16] apply the basic data augment
to images like flipping, rotation, and random masking. [17]
utilizes the Generative Adversarial Network (GAN) [18] to
generate the image related to the answer. However, this gen-
eration framework proceeds in a way that changes only the
fine-grained portion of the original image due to the instabil-
ity and model collapse of the GAN. Consequently, existing
methods using GAN have focused on generating counterfac-
tual images through minimal editing, which modifies only the
part related to the correct answer in the original image, like
the color of an object. Through this augmentation, the model
can grasp where is the critical part of an image to solve the
question. However, due to the nature of minimal editing, poor
performance is shown in cases such as relatively large defor-
mations like shape change. In addition, the GAN framework is
difficult to apply to QA when abstract nouns are answer-words
because it targets the specific details of the image. Moreover,
augmented dataset consists of high image fidelity that leads to
degrading the generality of the model.

In the domain of image generation, the diffusion model [19]
has received a huge amount of attention in the research area.
The diffusion model defines a Markov chain of diffusion steps
to slowly add random noise to data and then learn to reverse
the diffusion process to construct desired data samples from
the noise. This process is mathematically traceable and can
be flexibly applied to various datasets, unlike the existing
image generation model like GAN, having a trade-off be-
tween fidelity and diversity. Therefore, the diffusion model
is spotlighted as a new framework that satisfies tractabilityIC
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and flexibility. DDPM [20] improves performance by adding
a denoising step. DDIM [21] solves the disadvantage that
the diffusion model takes a long time. DALLE-2 [22] and
IMAGEN propose text-to-image models by using the diffusion
model with the large pre-trained language model. Stable-
diffusion [23] shows that the text-guided image generation
model can be extended to diverse domains guaranteeing a
certain level of quality.

In this paper, we explore the diffusion model, which is
pre-trained on diverse tasks and numerous images, to generate
the image not only to maintain the core information about
the answer but also to expand the diversity of images and to
inject prior knowledge into the VQA model. In addition, we
offer a Plug-and-Play modular design for generating images
about VQA that make it easy to leverage rapid advances in the
text-guided diffusion model. In other words, our framework is
designed to use the diffusion model without fine-tuning with
specific purposes. First, the diffusion model is pre-trained with
a large amount of data and various distributions, allowing gen-
erated images to expand the knowledge base through various
appearance concepts of a single image without any fine-tuning.
In contrast, the generated images from GAN have a similar dis-
tribution to the original dataset due to minimal editing. Second,
the diffusion model with text prompts can generate abstract
images well for words like ‘romantic’, which can not be ex-
pressed as a small part of the image. We demonstrate that VQA
models trained on such data, with no exposure to external lan-
guage information at all, exhibit high performance on VQA
tasks requiring a factual knowledge base. Also, we propose an
efficient training method to determine how many images are
used regarding the difficulty of the question . All our proposed
models show better performance than competitive baselines
on FVQA [8] and DAQUAR [2]. In particular, our best model
obtains performance improvement more than twice compared
to the strong baseline on FVQA.

Our contributions are as follows:

• We propose a framework that integrates dataset compo-
sition through image generation by diffusion model to a
training strategy for efficient use of the corresponding
augmented data.

• We design the training strategy with data augmentation
for VQA, allowing the model to deal with the difficulty
of questions.

• For the first time, we prove that image generation can
inject the knowledge base into VQA dataset because
the diffusion model can be guided by text and has di-
verse results with guaranteed quality. In particular, we
improve the performance at FVQA more than twice,
which requires factual knowledge.

• We conduct an extensive experiment on DAQUAR and
FVQA datasets. Experimental results show that our pro-
posed methods are effective.

Fig. 1. overall framework of our proposed approach.

2. PRELIMINARY

2.1. Task: Visual Question Answering

We denote the VQA dataset as N triplets D = {Ii, Qi, Ai}Ni=1,
where for each image Ii ∈ I, question Qi ∈ Q, and answer
Ai ∈ A. The goal of the VQA task is predicting the gold
answer distribution A with given image I and question Q:

P (Ai|Ii, qi) = fvqa(Ii, Qi), (1)

where fvqa refers to the neural network model for VQA.

3. MODEL

We present our approach to utilizing the diffusion model for
VQA in detail. We first present the overall framework and then
introduce how to use the text-to-image diffusion model for
generating VQA images and training strategy considering the
difficulty of questions.

3.1. Framework

Fig. 1 provides an overview of our approach. Given a pair of
questions and images, we first extract the embedding of each
modality by a pre-trained model. And then, to integrate the
different types of information, two embeddings are concate-
nated and processed by a subsequent FC block, consisting of
several fully connected layers, dropout layers, and activation
functions. The neural network, including FC block and pre-
trained models, is trained to predict the golden answer of a
given question-image pair. All the above steps are considered
as the base VQA module.

At the same time, we generate the synthetic images by dif-
fusion model with text prompt derived from question-answer
pair. The probability of a golden answer predicted by the above-
mentioned base VQA model is used to measure the difficulty
of each question, as confidence. It determines how many gen-
erated images are used for each question. Such filtered images
are appended to existing dataset as triplet {I′,Q,A} to form
new dataset D′. Then, the final VQA module is trained by
the new dataset D′. The detailed prompt generation method
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and threshold of confidence for the difficulty-aware training
strategy are described below subsection. The overall algorithm
consists of five steps:

1. Train base VQA model Mvqa on raw dataset D.

2. Generate synthetic image set Igen by image generator
Mgen with text-prompt from Q− A pair.

3. Calculate the confidence of each question by Mvqa.

4. Filter Igen with confidence to obtain I′.

5. Train final VQA model on the new dataset D′ where D
is extended by I′.

3.2. Text-to-Image Diffusion Model for VQA

Stable-diffusion [23] shows the outstanding result for text-
guided image generation to the best of our knowledge. There-
fore, we select it to make the synthetic images for VQA. The
diffusion model is leveraged by only receiving text prompts
without the original image to generate diverse images which
share the core semantics but have a difference in superficial
appearance from the original image. The text prompt used to
induce the image is derived from the question-answer pair by
replacing the interrogative word with an answer. If a question
is not have any interrogative word, we empirically the first
two words of the question with an answer token. Finally, the
diffusion model can generate multiple images per question by
text prompt. Formally, Each image can be derived as:

Igen = Mgen(prompt|Q,A), (2)

where Mgen means the model of image generator and Igen
denotes the generated generated images.

3.3. Difficulty-aware training strategy

In this section, we discuss an effective training method to
enable the model to achieve deeper reasoning by extending
coverage of image examples of a difficult question when the
question-image pair needs common sense to solve the problem.
The base VQA model trained by the original dataset is utilized
to predict the confidence of each question by calculating the
probability of the golden answer. The lower confidence, the
more difficult the model is to solve. Therefore, more image
examples for difficult questions are included when construct-
ing the new dataset. The dataset can be expanded more on
difficult questions requiring the knowledge base by append-
ing the generated images, which have the core concept of the
golden answer. We divide the questions into N classes based
on confidence and add a different number of image examples
to the new dataset depending on the difficulty. We empirically
set N = 3 and add 5, 3, and 1 images in the order of difficulty
for each class. Formally, it can be described as below:

P (A) = Mvqa(Q,A),
I′ = filter(Igen|P (A)),

(3)

where Mvqa means the base VQA model trained by the origi-
nal dataset, P (A)) means the probability of a golden answer
predicted by Mvqa and I′ denotes the filtered image set by
confidence for consisting of the new dataset.

4. EXPERIMENT

Evaluation Benchmark
Approach DAQUAR FVQA

Acc F1 Acc F1
Baseline 26.51 5.39 14.98 3.11
+ Diffusion Aug. 1 27.55 5.65 18.62 4.58
+ Diffusion Aug. 3 26.97 5.72 18.91 4.66
+ Diffusion Aug. 5 23.45 4.98 19.22 5.11
Diffusion Only. 5 13.24 2.79 16.53 4.63
Difficulty-aware Aug. 27.25 6.01 19.61 5.31

Table 1. Performance comparison on DAQUAR and FVQA.

Dataset Image Type Inception Score (IS)

DAQUAR Base 1.923
+ Generated 2.483

FVQA Base 1.942
+ Generated 2.279

Table 2. Inception score on the original and augmented dataset.

We empirically validate the effectiveness of difficulty-
aware image generation for VQA based on diffusion model,
using two widely adopted benchmark datasets - DAtaset for
QUestion Answering on Real-world images(DAQUAR) and
Fact-based Visual Question Answering(FVQA).

4.1. Implement Details

We apply BEiT 1 [24] and RoBERTa 2 [25] with a default set-
ting, which show outstanding performance among pre-trained
models, to extract the features of each modality and consist of a
strong baseline. The FC block consists of 2048 fully-connected
layer and 1024 fully-connected layer with 0.5 dropout and
GELU activation function. We use AdamW optimizer with
5e-05 learning rate for training, and batch size is set to 32.
The stable diffusion 3 [23] is used, without any fine-tuning,
to generate images by text prompt from question-answer pair.
We follow the original setting of models mentioned above for
the other settings. In our setting, the diffusion model generates
6 images in 10 seconds with one V100 GPU. Additionally,
we follow widely used task setting for VQA on [12, 4, 5] that
formulate VQA as a multi-label classification task.

1https://huggingface.co/microsoft/beit-large-patch16-224-pt22k
2https://huggingface.co/roberta-large
3https://huggingface.co/CompVis/stable-diffusion-v1-4
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4.2. Performance Evaluation

The results are reported in Table 1.Each row means how many
generated images from the diffusion model are appended to
the dataset. All our proposed methods outperform the strong
baseline except the one case. Especially the difficulty-aware
data augmentation approach shows the best F1 score and accu-
racy on FVQA and the best F1 score on DAQUAR. The more
generated images are included in the training data, the better
the performance. It shows that generated images are adequate
for VQA by giving diverse examples for each question. How-
ever, experiments that only such generated images resulted
in poor performance. This is because the diffusion model is
utilized without any fine-tuning to obtain different data distri-
butions from existing dataset. In other words, the generated
images can inject knowledge bases into the model with various
visual information of the same image, but it has an indepen-
dent data distribution that is not specific to the task. Therefore,
the original image dataset is required to achieve good perfor-
mance. Moreover, the worst performance is acquired on the
DAQUAR dataset with five generated images. We analyze this
phenomenon with qualitative examples in sec. 5.2.

Since the performance gap is much more significant on
FVQA dataset, where the questions demand the knowledge
base to solve, it implies that generated images, having core
semantics on the golden answer but having different aspects,
can expand the knowledge base. Additionally, this means that
the knowledge base from diffusion model is conveyed in the
form of an image where the model is pre-trained with a wide
range of data. Also, the average number of augmented im-
ages of difficulty-aware augmentation is three, showing more
remarkable performance improvement than the method of gen-
erating the same average number of images for all questions.
It means our difficulty-aware training is important to increase
performance.

5. ANALYSIS

Fig. 2. Qualitative examples of our proposed method.

5.1. Evaluating Image

To measure the quality and diversity of the generated dataset
at once, Table 2 shows the Inception Score (IS) for each
DAQUAR and FVQA dataset. In this experiment, we include
five generated images in the augmented dataset to clearly com-
pare the effect of images generated by the diffusion model to
the existing dataset. On both benchmark datasets, higher IS
is recorded in the augmented dataset. It means our proposed

method increases the quality and diversity of the dataset by
synthetic images.

5.2. Qualitative examples

Fig. 2 shows the qualitative examples of our proposed method.
The green border refers to an example in which the prediction
is wrong in a conventional way, but the prediction is changed
to a golden answer in the way we proposed. The red example
refers to an example in which the prediction is wrong due to
our proposed method. The first image(left top) is the original
image in the existing dataset. The others are generated images.
In the first example, various vegetables that do not exist in
the original image can be identified, like an onion cut in half.
Second, we can get the diverse style of chairs with brown color.
When creating an image about romantic, the styles of the gen-
erated images are entirely different from the original image.
The original image is a wedding photo with a cake. However,
the created images are related to romantic, such as kisses and
hugs, which do not appear in the original image. This can be
seen in the third example. The last example is the failure case
of our proposed method. The generated images describe the
various type of bottles but fail to draw exactly three bottles.
The phenomenon of addressing specific object counts and loca-
tion is a limitation of the diffusion model pointed out by [22].
This is why one of our proposed methods shows the worst per-
formance on DAQUAR, where a lot of ‘how many’ questions
exist. Therefore, when a large number of generated images are
augmented, the number of images that do not match the golden
answer increases, resulting in a decrease in performance. To
handle above problem, our proposed method is based on the
fact [12] that traditional VQA models solve well, unless it is a
problem that requires a generalized knowledge base obtained
through various appearances of objects.

6. CONCLUSION

In this paper, we show that image generation induced from
question-answer pairs is useful for VQA training data. Espe-
cially the diffusion model is adopted as an image generator
that generates diverse and high-fidelity data. Furthermore, we
demonstrate that the knowledge of the large-scale pre-trained
model can be transformed into the form of an image. There-
fore, the model trained with the generated images can expand
the knowledge about the question and achieve the best perfor-
mance compared with a solid baseline. Also, we propose a
difficulty-aware training strategy that differentially appends
generated images to a new dataset, depending on the difficulty
of the problem. From this, our best model obtains performance
improvement more than twice compared to the strong baseline
on FVQA where the dataset acquires the knowledge base to
solve the problem. Overall, our work, handling data augmenta-
tion to training strategy, demonstrates that image generation
can provide an efficient approach than raw dataset to build a
more powerful VQA model with a more profound knowledge
base and understanding.
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