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Introduction

* Target: extract key phrases from the meeting corpus
* Keyphrases might not appear in their complete and contiguous form
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Preparing opening
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Today we’re going to talk about preparing for the opening of our new store.
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Introduction

(@ I am having aching in legs and shoulders

e Word-Word Relation 5 P—
/NNWY// NN

* Next-Neighboring-Word(NNW) () I am having achin%valls legs and shoulders
e Tail-Head-Word-*(THW-*) s
* Apply word-word relation to KPE task R REE
* Designed for Named-Entity-Recognition task o
* Need extra data processing hiﬁ NNW
* Need adjustments of model design lin W

Figures captured from: Unified Named Entity Recognition as Word-Word Relation Classification, AAAI'22, Jingye Li et al.
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Data Preprocessing

* Word Segmentation and Stop Word Removal

* To increase information density
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Today we’re going to talk about preparing for the opening of our new store.
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Data Preprocessing

* Sentence Fusion

* To increase the amount of information fed to the model within an iteration

SW removed sentences: Fused segments:
# KT, W07, SFK, e, B, 3, T, &%, 1053 #1 [ARET, W01, 5K, 136, iEE, s, Fl, &5,
#2 DX, [GE, LA, %, M, —IR, —IA, e, Bk, S, ] ERE, X 2B, (3, Lt £, 0], —I, —T%, 3938,
#3 [ERA TR, A, HIER, T, RS, A, 518, BE, —&, (4, #5)] B B RRL Befl), 7 AR, I, RIS,
#4  [ETSE, BE, S, XS] AR, g, 28, —L, A4, 8]
#5 [FHE, B%8, 7 )G, 22, N8, BF, 85 #2 [WBAE, &F, HE, XEF, 7S 88, 7, IS,
=E, 148, BF, 5E B4, 108, — 858, —

#6 [, B, —1, BE, —1, ]

fINER]



Data Preprocessing

* Keyphrase Encoding

* To address the issue of keyphrase being incomplete or incontiguous
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Model Design

* Focal Loss

* To address the issue of imbalanced class distribution

Z (Pr — Yi)*

loss = « 2 —(1 —pe)Vlog(pe) |+ (1 — a) l

Focal Loss
CE(pr) = — log(pr) — 05
FL(p:) = —(1 — py)” log(p,) 7= ;
N
e =

ceclasses kekeyphrases Al
U ) G ) well-classified
' ' examples
- : : 1t A
Classification Loss Regression Loss - O
% 0.2 0.4 0.6 0.8

Figure captured from: Focal Loss for Dense Object Detection, ICCV’17, TY Lin et al.

probability of ground truth class



Model Design

* Keyphrase Scoring

* To rank the output keyphrases
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“DNEB” = 0.8 + 0.9 = 1.7
9="= 0.7+ 0.6 = 1.3




Evaluation & Conclusion

* Four main improvements

* Data processing
* Sentence Fusion
* Keyphrase Encoding

* Model design
* Focal Loss
* Keyphrase Scoring

* Final score

* 45.88 on test set stage 1
* 45.07 on test set stage 2
* 47.69 on dev set

Experimental Config Score
W2KPE 47.69

- Sentence Fusion 41.83(-5.86)

- Keyphrase Encoding  45.16(-2.53)

- Focal Loss 46.94(-0.75)

- Keyphrase Scoring 47.05(-0.64)
Baseline 41.48
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