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Masked Language Model

Given a sentence 𝑆 = {𝑡_1, 𝑡_2, …, 𝑡_𝑛}
• Standard Masking Strategy

• Randomly chooses 15% of tokens to mask
• 10% of the time replaced by a random token from corpus
• 10% of the time remains unchanged
• 80% of the time replaced by a special token [MASK]

• Objective
• The language model must learn to predict the masked tokens with 

bidirectional context
• Use Cases

• Helps understand the contextual relationships between words
• Can be used for various natural language processing tasks such as 

text classification, question answering, and named entity recognition
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Motivation - Addressing the Frequency Bias Issue
• Frequency Bias in the Standard Masking Strategy

• High-frequency tokens are masked frequently
• More informative tokens with lower frequencies are masked much less frequently 

during pre-training
• This greatly harms the efficiency of pre-training
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Proposed Method
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Weighted Sampling: masking tokens 
based on (1) token frequency 
or (2) training loss 



Weighted Sampling Strategy

• Method 1: Frequency Weighted Sampling

• Step 1: Remove the influences of extremely rare tokens

• Step 2: Compute Sample Weight 𝑤𝑡(𝑤) for 𝑤

• Step 3: Compute Sample Probability 𝑝(𝑡_𝑖 ) for token 𝑡_𝑖 in sentence S
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Weighted Sampling Strategy

• Method 2: Dynamic Weighted Sampling

• Step 1: Initialize Sampling Weight
• 𝑤𝑡(𝑡_𝑖) = 1 for each token 𝑡_𝑖 ∈ 𝑇 in the weight dictionary
• 𝑇 denotes all tokens in the pre-training dataset

• Step 2: Compute Total Cross-Entropy Loss for token 𝑡_𝑖

• Step 3: Compute Sampling Weight 𝑤𝑡(𝑡_𝑖 )
• Compute sampling weight for each token based on its prediction loss by the current 

pre-trained language model
• Store these sampling weights in the weight dictionary

• Step 4: Compute Sampling Probability 𝑝(𝑡_𝑖)
• Normalize 𝑤𝑡(𝑡_𝑖) to obtain the sampling probability for each token 𝑡_𝑖

6



Experiments - Semantic Textual Similarity 

7

• Objective: To evaluate unsupervised sentence representation on STS 
tasks
• Evaluation Metric: Spearman’s correlation coefficient between the 

predicted similarity and the gold standard similarity scores
• Baselines

• BERT: bert-base-uncased
• BERT-CP: continue pre-training on BERT with random sampling on the Wiki-Text

• Proposed Method
• WSBERT_Freq: continue pre-training on BERT with Frequency Weighted 

Sampling on the Wiki-Text
• WSBERT_Dynamic: continue pre-training on BERT with Dynamic Weighted 

Sampling on the Wiki-Text



Experiments - Semantic Textual Similarity 

• Findings
• Weighted sampling methods, WSBERT_Freq and WSBERT_Dynamic, 

outperform the baselines (BERT and BERT-CP)
• For instance, WSBERT_Dynamic outperforms BERT and BERT-CP by 6.54 and 

5.59 absolute points respectively
• WSBERT_Dynamic can be effectively combined with Whitening and Prompt to 

further improve performance 8



Experiments - GLUE Evaluation

• Purpose: to evaluate transfer learning 
capability

• Findings
• WSBERT achieves the best average GLUE 

score compared to BERT and BERT-CP, 
outperforming BERT by 0.52 absolute

• BERT-CP degrades GLUE AVG by 0.35 
absolute compared to BERT 

• WSBERT outperforms BERT- CP by 0.87 
absolute

• The gain of WSBERT over BERT is from 
continual pre-training with Dynamic Weighted 
Sampling, not from continual pre-training

STS and GLUE evaluations demonstrate that 
Dynamic Weighted Sampling improves the 
transfer learning capability while enhancing 
sentence representations.
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Takeaway and Future work

• Proposed two Weighted Sampling methods to address the frequency bias 
issue in conventional masked language modeling
• Developed a new PLM, WSBERT,  by applying Weighted Sampling to 

BERT
• WSBERT outperforms BERT in both sentence representation quality and 

transfer learning capability
• Future work includes investigating other dynamic sampling methods and 

exploring training objectives with a penalty for frequency bias
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