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Introduction
The maturity of stereoscopic display technology and the popularity
of media terminals increase the demand for viewing stereo videos.
Due to the diversity of display screen sizes, the content of videos
needs to be adjusted. Stereoscopic video retargeting (SVR) aims to
resize source videos to fit the screen sizes adaptively while
preserving a pleasant 3D viewing experience.

However, existing methods ignore the fact that various features of
different stereo videos may have effect on the retargeting quality.
They perform resizing with the same methodology, leading to the
low quality for retargeted videos.

The Proposed Method
Framework

The proposed system consists of three modules: video classification,
retargeting strategy selection and warping-based retargeting.

Video Classification

We extract the global motion vectors of adjacent keyframes by
optical flow estimation and remove motion the vectors of foreground.

The motion vectors of the background are used to determine the
mode of camera motion, including static, zooming and panning.

Retargeting Strategy Selection

According to the camera motion, we combine different saliency
maps to guide optimization in the warping model, including image
saliency S, motion saliency M, disparity D, and motion history Mh.
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Panning

Warping-based Retargeting

We establish a total energy function, concerning on spatial, temporal,
and depth distortion measurement. After minimizing the energy loss
function and grids interpolation, we can obtain the retargeted grids.
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Experiment Results
Qualitative Evaluation

We compare the performance with two relative retargeting methods:
WS3D-VidR (Islam er al. 2019) and PTIG-svr (Li et al. 2020). Our
method can preserve the spatial shape of salient objects better than
the other two methods, and also maintains a good stereoscopic visual
experience.

Quantitative Evaluation

We conduct objective evaluation for the results using three metrics:
saliency similarity measurement (SSM), temporal inconsistency
distortion (TID), and disparity distortion ratio (DDr). Our method
performs better than other algorithms in terms of SSM. For the TID
and DDr metrics, we can achieve good performance on most videos.

Conclusion
We propose a stereoscopic video retargeting method based on
camera motion classification, which adopts different video
retargeting strategies for various videos. Quantitative Evaluation
show that the performance of the proposed method is superior to the
existing methods.
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