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Background (Fig. 1)

• Off-Policy Reinforcement Learning (RL) 

stores and samples from a buffer to improve 

the policy.

• More relevant transitions should be sampled 

more often. How to determine relevance?

• Prioritized Sampling uses the TD error to 

estimate importance.

Methods (Fig. 2)

• The Critic Neural Network uses multiple 

heads to predict the expected Q-Value. The 

active heads are selected at random.

• MEET uses the variation along the network 

heads to estimate the uncertainty in the 

prediction, and the average along the heads 

to estimate the expected performance.

• Samples with high uncertainty are useful for 

training (active learning). 

• Samples with low performance and low 

uncertainty are harmful for training (local 

optimum).

• Importance on the uncertainty first and 

performance afterwards.

Results
• MEET improves the stability and performance 

of Off-Policy RL algorithms  (Soft Actor-Critic). 

(Fig. 3).

• MEET outperforms the Prioritized Experience 

Replay and Uniform Replay.

• Prioritized replay can be harmful for training.

Fig. 1 : Building Blocks of Off-Policy Reinforcement Learning

Fig. 2 : Methodology of MEET with bootstrap Neural Networks.

Fig. 3 : Evaluation of MEET (blue) against Uniform (green)

and Prioritized (red) sampling on the MuJoCo benchmarking suite. 


