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The scenario studied in this paper:

y -
Eve does not know the images sizes
... She wants to keep “detection performances”
— constant whatever the dimension of the images

OBJECTIVE:
|. Define a fine evaluation protocol
Il. Evaluate some architectures

|. Define a protocol for ensuring an equal security whatever the dimension:

1) Build a set of Nested Images
—> ensure same “difficulty” & same statistics
Smart crop 2 :
Take the area of the mother image that keeps
the same distribution of costs between the
mother image and the cropped one.

2) Find the relative payload for each size
—> ensure same “security” whatever the
dimension.
Relative payload for each dataset
Input: NNID + Algo; Output: Same “security” for each dataset
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3) Definition:

A deep learning network invariant in security with
respect to the dimension when its obtained average
accuracy is the same whatever the dimensions.
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256x256

2048x2048
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— 4 datasets : NNID = UNI_2048, UNI_1024, UNI_512, UNI_256

lll. Conclusions & Perspectives:

— Get a finer definition of invariance in security
—> Propose a new architecture
—> Evaluate on unseen dimensions
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—> The NNID and its protocol allows fine evaluation
—> The 2 representatives DL are NOT invariant
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Architectures able to "accept” images of various sizes

Family based on
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| Il. Evaluate the invariance with NNID:

Experimental protocol

» For each dataset (of NNID):
12 000 pairs for train, 2400 for validation, 3000 for test,

» S-UNIWARD for embedding,

» Payload ensuring “same security” (using Yedroudj-Net):

Dimension | Relative payload | Accuracy (Yedroudj-Net)
256 0.4 76.97%
512 0.3204 76.38%
1024 0.28895 76.78%

Test 1: Learn on 1 size & Test on another size
Accuracies for SID and Dilated-Yedroudj-Net (noted DY)

Dim SID-256 SID-512 SID-1024
256 x 256 | 69.48% | 67.05% (1) | 60,9% ({)
512 x 512 | 69.30% 70.7% | 66.93% ({)

1024 x 1024 | 66.73% (}) | 66.93% (1) | 69.62%

Dim DY-256 DY-512 DY-1024
256 x 256 77.7% | 76.25% (1) | 71.92% (1)
512 x 512 | 75.21% (1) | 77.3% | 76.2% ({)

1024 x 1024 | 72.03% () | 76.88% 77.53%

» Diagonal values are close
— relative payload in NNID (— difficulty/security) is correct,

» Performance decrease compared to the diagonal,

» Behavior differs in fonction of images dimension.

— NO Invariance In security.

Test 2: Learn on several sizes

Still 12 000 pairs for train, 2400 for validation, 3000 for test,
with same proportion randomly picked in each dataset.

Dim SID-MULTI Y-MULTI DY-MULTI
256 x 256 | 66.93% (12.53) | 73.93% (11.07) | 75.63% (]2.83)
512 x 512 69.46% 75.5% 78.1%

1024 x 1024 70.6% 75% 78.06%

» variations in accuracies are less important,

» nvariance still not reached.




