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Experimental ResultsPiano transcription in Violin-Piano Ensembles

+ Transcription
Model

PFVN-synth Dataset

• Triplet audios (piano, violin, mixture)
•Midi labels (piano, violin) 
• 45 pieces by 23 classical composers
• 7 hours
•Mono standard CD quality 

- 44.1kHz, 16-bit
• 3 splits 

Solo Violin dataset
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Real Performance Dataset
• Solo violin pieces

- 48 audio recordings from YouTube composed 
by 7 composers 

- 4.6 hours
- train set : validation set = 9:1

•Key estimation: madmom.features.key
•Harmonically-related keys

• Same / Dominant / Subdominant key
• Major mode : E – E/A/B/Am
• Minor mode : Am – Am/E/Dm/Em

•Mix audio excerpts that aligned note onsets as closely 
as possible
• We shifted the entire piano clip by adjusting the global 

offset.

•Onset label
• MIDI label (for synthesized dataset) 
• Onset estimation using librosa.onset.onset_detect

(for real recordings)

•Network structure: Onsets and Frames
•Metric: mir_eval

Experiments – Real Performance Dataset

Experiments – PFVN-synth Dataset

https://zenodo.org/record/7703620

Experiment Settings

Onset-based Mixing (Temporal characteristics)

Key-based Mixing (Harmonic characteristics)
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Mixing Methods

•Random mixing (Baseline)
•Original pair (only for PFVN-synth)
•Proposed methods
•Onset-based Mixing
•Key-based Mixing
•Key and Onset-based Mixing

• Lower bound
• evaluate violin-piano ensembles using the model 

trained with piano only
•Upper bound
• evaluate piano audio alone using the model 

trained with piano only

Split Pieces Duration(h)

Train 32 5.7

Validation 3 0.5

Test 10 0.8

Dataset (Violin)

+

Dataset (Piano)

Conclusion – Musically-informed mixing methods are 
more effective than random mixing.


