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Time Scale Modification (TSM) means speeding up or ____________ N R _w 3
JBPHIIN slowing down a sound without affecting the frequency - Datasets:
content, such as the perceived pitch of any tonal component. spectiogram by actor” e Unnet learns to transfor ineatly 4 L.ISpeech [4] - A dataset consists of 13,100 short audio clips
In this work, we propose a novel unsupervised learning algorithm for / - ) O e sy S of a single female speaker reading passages from 7 non-fiction
TSM of speech called ScalerGAN. X Gonerator G(X, T) books with a total length of approx. 24 hours.
_ /_\ \ 4 DR-VCTK [5] - A subset of the VCTK dataset: 28 speakers,
L % Discriminator D 14 males and 14 females for training, and 1 male and 1 female
, . ‘;';; Jio ] et — 1 for testing.
Given a speech utterance, our goal 1s to speed up or slow down the - mtj — Real/Fake

speech by a given rate r € R while keeping the intelligibility and | becoder G/(§, 1/r) Evaluation methods:

speaker identity as much as possible. 4 Single speaker dataset and multiple speaker dataset.

4p Comparison between our method and 11 SOTA methods.
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4p Amazon MTurk platform with Native American English raters.

fp Previous works used advanced signal processing techniques such as b 6 different time-scaled versions for every utterance

Time-domain overlap-add [1] and Spectral-domain overlap-add [2], [3]. A/B Test Conditional A/B Test
1 ° ° ° . Oym ] X i ] ’ 11 h 1gi 1 h - :
4 All those methods assume quasi-stationarity of the input speech; (7] PRI T Discrminator —— 08 09 10 08 1 e ] e e g T IS SRR, B Wﬂ}r
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Hence they suffer from perceivable artifacts in the generated Rl W B siseriminator 4 06 08 09 1.0 ] " LTy SETEEE Ui [Eda Wi Sertd qes

Ours Baseline
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ScalerGAN A/B Test preference rates when compared to other methods and
| across various rates. Values greater than 50% indicate ScalerGAN was

waveforms. patch predictions patch labels »W} ? »‘}M}

4 None of them use machine learning. (02, 0%

. . o iy M EER 05 0_9¢ L0 o8 preferred over the specified method.
4p Generate synthetic speech that fills in the missing speech and S — (0.7 085 10 0.9) Aggregation by method
0.6 08 09 1.0
maintains the speaker's voice. £a Beie [ Loo-
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4p Design a machine learning algorithm that can generate different scaled 067 05 091 0.9
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speech despite not having supervision of matching genuine speech
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utterances with varying speaking rates. ,
YIE 5P 5 Loss functions:

N
o

Mean ScalerGAN success rate
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