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Ø Common framework of discriminative 

multi-modal learning:

Background Analysis of Imbalance

Multi-modal Cosine Loss

• One uni-modality dominates the overall model performance and logit 
scores by its fast-growing weight norm.

• Modality-wise 𝐿! normalization à Remove the radial variance
• Rescaling by 𝑠 à Guarantee the convergence of the network

Limitation of Previous Work
Ø Previous imbalance-mitigating work 

• OGM-GE: Modality-wise dynamic learning rate 
• G-blending: Additional uni-modal classifiers and loss terms

• The uni-modal encoders of the joint model converge at 
different rates and are under-optimized with a unified objective.

• The potential of the weak modality is not fully exploited.

† means MMCosine is applied.

Quantitative Results
Ø Universal enhancement with various fusion methods

Conclusion
• Explained imbalance from a view of weight-norm.

• Proposed a plug-and-use substitute for cross-entropy.

• Mitigated the imbalance and boosted the entire joint model.

Qualitive Evaluation
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Ø Phenomenon of imbalance

Ø Failure on fine-grained tasks

• These methods constrain the gap between uni-modal encoders 
but fail to enhance the discriminability of the entire model on 
harder audio-visual fine-grained tasks.

Ø Uni-modal performance and logit scores

Ø Uni-modal weight norm

• Mid-concatenation of uni-modal features

• MLP for label-wise logit scores

• Optimization by Softmax and Cross-entropy 
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Modality-wise normalization

Ø Imbalance mitigation Ø Extension to other modalities

Experiments on coarse-grained dataset UCF-101.

Ø Symmetric constraints on cooperation and discrepancy

Ø More compact and discriminative feature distribution


