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OVERVIEW

Introduction
*  Why coding for machines?

Part 1 — Coding for machines
* Rate-distortion results
« Examples

Part 2 — Coding for humans and machines
* Image coding
* Video coding

Part 3 — Standardization
- CDVS and CDVA
« JPEG Al
« MPEG-VCM (Video Coding for Machines)
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EMERGING APPLICATIONS

Automatic traffic monitoring & management

VISUAL CODING FOR HUMANS AND MACHINES — INTRODUCTION
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Cameras (and other sensors) along
roads and intersections

Counting vehicles, pedestrians, etc.

Estimating their speed, traffic intensity,
detecting violations and emergencies

Help manage traffic

Tasks:

o Object detection
o Object tracking
o Human viewing (occasionally)
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CLOUD-BASED INTELLIGENCE

The traditional approach

- Camera captures the image
+ Encoded image sent to the cloud
« Analysis (“intelligence”) performed in the cloud

« Result sent back to the edge (if needed) or to
other systems in the cloud

Challenges:
- Concerns over privacy

« Does not take full advantage of capabilities of
modern edge devices

« High bitrate
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EDGE-BASED INTELLIGENCE

The new approach

Analysis (“intelligence”) performed at the edge
Only the result sent to the cloud, if needed

Makes the edge device “smart”

suv

Addresses many privacy concerns

Lowest bitrate

Challenges:
Cloud
Can be energy-intensive (at the edge)

Model complexity limited by the resources of the edge device

i

o Cloud will always be able to host larger, more complex models

« What if a different type of analysis is needed?
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COLLABORATIVE INTELLIGENCE

Challenges:

VISUAL CODING FOR HUMANS AND MACHINES — INTRODUCTION
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(Edge-cloud) collaborative intelligence

Between cloud-only and edge-only extremes

Part of “intelligence” at the edge, other part at the cloud
Features sent to the cloud, task(s) completed there
Able to address privacy concerns

Able to scale to available resources

Design criteria? Cloud

Bitrate? T
car
3
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Part 1

Coding for machines
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LIMITS OF CODING FOR MACHINES

Can coding for machines be more efficient than conventional coding (for humans)?

Recall the data processing inequality (DPI)
e IfX —-Y — ZisaMarkov chain, then

I(X;Y)=21(X;2)

* Downstream variable (Z) has no more information about input (X) than an upstream variable (Y)

 Extended version of DPI:if X - Y — Z — W is a Markov chain, then

I(V;Z2) =2 1(X; W)
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NEURAL NETWORK LAYERS FORM MARKOV CHAINS

* Y; = output of the i-th layer in a feedforward neural network

(input) X Yy Y, Ys Y, T (output)

s X—>Y, > Y, > Y3 —> Y, — T is a Markov chain

o SoisanychanX - Y, - Y; »Tfori<j
o True for dense layers, convolutional layers, pooling layers, etc.
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NEURAL NETWORK LAYERS FORM MARKOV CHAINS

«  What about skip connections?

(input) X Yy Y, Ys Y, T (output)

« X —>Y; - Y, — Y; is not a Markov chain
o Y, depends on both Y, and Y,, not just Y,
o However, X — Y; — Y5 is a Markov chain

o Markovity still holds “across” skip connections, but not “under” them
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FEATURE COMPRESSIBILITY

Claim: In a non-generative feedforward neural network, in terms of lossless compression,
intermediate features are at least as compressible as the network’s input.

Let X be the input, Y = {;} be a set of some intermediate layer outputs (features)
« Using DPI it can be shown

H(Y) < HX) and  Ry(D) < Rx(D)
where distortion D is measured at the network’s output

* By extension

Claim: Deeper layers are at least as compressible as the shallower layers.

H(Y) <H(Y;) and Ry,(D) <Ry,(D) fori>j
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FEATURE COMPRESSIBILITY

Great news for collaborative intelligence and coding for machines!

o Can do better than cloud-only approach (conventional coding)

Further, the theory suggests the following design principle:

o Compress the deepest layer that complexity constraints will allow on the edge device

However:
o Theory talks about limits; practical codecs might be far from those limits
o Theory shows what is possible, but not exactly how to get there

o ldeal for grant proposals &

What can we expect from practical (sub-optimal) codecs?
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TOY EXAMPLE OF FEATURE COMPRESSIBILITY

,,,,,,,,,,,,,,,,,,,,,,

A simple convolutional neural network (CNN) for cats vs. dogs classification
- Trained on Kaggle’s cats vs. dogs dataset

« Goal: compare input compression (coding for humans) vs. feature compression (coding for
machines) in terms of resulting classification accuracy
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TOY EXAMPLE OF FEATURE COMPRESSIBILITY

Compression vs. accuracy

Input -
0.90 A 'l
|
Layer 1 "% i
1
0804 |
g 0.75
< 0.70
Input
0.65 Layer 1
Layer 2
0.60 Layer 3
! Layer 4
Layer 5 0.55 ’ -==- Layer5
10I00 20|00 30b0 40|00 50I00 60'00 70'00
> Average JPEG filesize (Bytes)
File size
Feature compression better than input
Features tiled into an compression starting with layer 3 — why?
image and compressed If we had an optimal encoder, this
using JPEG would already happen at layer 1
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ANOTHER EXAMPLE OF FEATURE COMPRESSIBILITY

Results on YOLOvV2 object detector

Features compressed by BPG (HEVC-Intra)

Part of VOC2007 dataset for testing

Images from VOC2007 and VOC2012 for re-
training to account for quantization

Bit savings of up to 60% at equivalent accuracy
without re-training

Bit savings of 70% with re-training

Splitat  Default weights  Re-trained weights

max_11 —6.09% —45.23%
max_17 —60.30% —70.30%
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GENERALIZED CODEC

« Until now, we considered conventional codecs, which operate as autoencoders

><)
&
S

X —> Encode —> N N N N B Decode —>

« These could be applied coding input, or coding features

« But generalized codecs could be more useful for coding for machines

<)

X —> Encode —> N N N N B Decode —>

ltimedia laboratory

SF SIMON FRASER UNIVERSITY
ENGAGING THE WORLD

VISUAL CODING FOR HUMANS AND MACHINES — PART 1: MACHINES
IEEE ICASSP 2023 HMM-QOE KEYNOTE




DISTILLATION USING A GENERALIZED CODEC

Generalized codec could ingest input or features, and output (“distill’) other features

_—> > | T—> —»Ea
(input) X Ya Y CE Y. T (output)
: | A A
:L_________:_> Generalized | | E
_ codec .
ingest distill

Claims: 1) For a given distillation point, all ingestion points have the same RD bound

2) For a given ingestion point, deeper distillation points have better RD bounds
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SOME EXAMPLES OF CODING FOR MACHINES

H. Choi and I. V. Baji¢, “High efficiency compression for object detection,” Proc. IEEE ICASSP,
2018, pp. 1729-1796.

H. Choi and I. V. Baji¢, “Near-lossless deep feature compression for collaborative
intelligence,” Proc. IEEE MMSP, 2018.

H. Choi and I. V. Baji¢, “Deep feature compression for collaborative object detection,” Proc.
IEEE ICIP, 2018, pp. 3743-3747.

N. Patwa, N. Ahuja, S. Somayazulu, O. Tickoo, S. Varadarajan and S. Koolagudi, “Semantic-
Preserving Image Compression,” Proc. IEEE ICIP, 2020, pp. 1281-1285.

Object detection

Object detection

Object detection

Image classification

Image classification
Object detection
Object segmentation

Y. Matsubara, R. Yang, M. Levorato and S. Mandt, “Supervised Compression for Resource-
Constrained Edge Computing Systems,” Proc. IEEE/CVF WACYV, 2022, pp. 923-933.

Z.Yuan, S. Rawlekar, S. Garg, E. Erkip and Y. Wang, “Feature Compression for Rate
Constrained Object Detection on the Edge,” Proc. IEEE MIPR, 2022.

Z. Duan and F. Zhu, “Efficient Feature Compression for Edge-Cloud Systems,” Proc. PCS,
2022, pp. 187-191

Z. Zhang and Y. Liu, “Side Information Driven Image Coding for Machines,” Proc. PCS, 2022,
pp. 193-197

K. Fischer, F. Brand and A. Kaup, “Boosting Neural Image Compression for Machines Using
Latent Space Masking,” IEEE Trans Circuits Syst. Video Technol., 2022, Early Access.

Object detection
Image classification
Image classification

Semantic segmentation
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Part 2

Coding for humans and machines
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CODING FOR HUMANS AND MACHINES

- To support human viewing, input image reconstruction (X) is needed in addition to computer
vision (CV) task(s) T

- A possible solution: reconstruct X first, then feed it to a CV model

X ——| Image codec —— X >»T

« Challenges:
o X has to be good for both human viewing and subsequent CV analysis task

o Bitrate dominated by input reconstruction, which is higher than bitrate for CV analysis; if
human viewing is needed only occasionally, this is wasteful
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CODING FOR HUMANS AND MACHINES

- Better solution: perform CV analysis first, input reconstruction if needed

=?—> Residual codec —

Predict

A

<

Codec for T
machine

- Advantage: operates at CV task rate when human viewing not needed
« Challenges:
o Predictor design

o Residual codec design
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EXAMPLES OF SCALABLE HUMAN-MACHINE CODING SYSTEMS

Imagery
effect control

« Scalable face image coding [1]

Bitstream

o Base: facial landmark keypoints f

o Enhancement: color and texture info —| E =

. Input image .. . o
o Uses generative face decoder Encoder m Pt

Key reference pixel selection

[ ————

« Semantic-to-signal-scalable coding [2]

|
o Base: deepest feature i
|

|

|

o Enhancements: information lost when @PE ‘ l
going layer to layer ~. |

Display Task 1 Task 2 Task k Task N
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EXAMPLES OF SCALABLE HUMAN-MACHINE CODING SYSTEMS

Encoder Transmission Decoder

S S
->HE—>-—>RE—> — 0 EIY 0 REN 00 —
stream 1 & *
X 1 y FLIF FLIF y
B - B+ momao —EN— o —
stream 2
: |
< -
r .;:. £ .
B ven o mvve— [l —o—B-§
stream 3

© Element-wise subtraction @ Element-wise addition

« Scalable human-machine coding using conventional encoders
o Base: segmentation information
o First enhancement: preview
o Second enhancement: reconstruction residual
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EXAMPLES OF SCALABLE HUMAN-MACHINE CODING SYSTEMS

Front End CC 1

Compressed Stream

Analysis-oriented
Image Compression |
|

Transmission

(e

[ CLASS
—> ‘Handgun’

Feature Domain
Analysis Network
Analysis Results

-
| Anal | >
yzable Image
%_r’ Compression Network |
| | | Viewable Analysis

InputImage =~ ~ ~ ~ ~ ~ T T T T Sub-stream

|
| |
| |
| > Preview Image > ﬁ |
[ Generation Network |
| |

Preview Image

Viewable
Analysis Layer

Vision-oriented
Feature Residual Compression |
| = : '
| @ Preview Image
| Generation Network
| |
| |

Preview Image

Lb Feature Residual

> High Quality

P Compression Network | ’
| | Full Reconstruction
Sub-stream

* Human-machine coding for loT
o Base: classification + preview

o Enhancement; reconstruction residual

—

Reconstructed Irhage
(High Quality)

Reconstruction Nework

High Quality
Reconstruction Laye
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LATENT SPACE SCALABILITY FOR HUMAN-MACHINE CODING

Structured latent space to support input reconstruction (X) and CV tasks (T) efficiently

CV analysis can also be obtained from X
Data processing inequality (DPI) appliedto Y — X — T:

I(Y; X) = 1(Y; T)

VISUAL CODING FOR HUMANS AND MACHINES — PART 2: HUMANS AND MACHINES SEU 1 ltimedlalaboratory

IEEE ICASSP 2023 HMM-QOE KEYNOTE ENGAGING THE WORLD



LATENT SPACE SCALABILITY FOR HUMAN-MACHINE CODING

I(Y; X) = I(Y;T)

« Latent space Y contains less
information about CV task T than
about input reconstruction X

« Dedicate a subset of Y to T, all of it
to X

| [ |

 When only T is needed, decode
only a subset of Y

Input
Reconstruction

|
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LATENT SPACE SCALABILITY FOR HUMAN-MACHINE CODING

End-to-end neural image codec

X—& Encoder — Y = {Yy, ..., Y;|Yi;+1, ..., Yc} — Decoder %—' X

Ya Latent-space
——
transform

=<

j:‘
— CVback-end —— T

Example 2-layer scalable system:

- End-to-end image codec backbone [2]

- Subset of latent space (Y;) needs to be transformed into the latent space F of the CV back-end
o Need latent-space transform (another neural network)

- CV back-end (for object detection) is YOLOv3 [3] starting at layer 13
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LATENT SPACE SCALABILITY

End-to-end neural image codec

X—& Encoder — Y = {Yy, ..., Y;|Yi;+1, ..., Yc} — Decoder %—' X

Ya Latent-space
——
transform

=<

j:‘
— CVback-end —— T

* Loss function:
L=R+A-[MSE(X,X) +y - MSE(F, 7))

D

* R is the rate estimate [2]
- Distortion D composed of input reconstruction MSE(X, X) and CV feature reconstruction MSE(F, F)
- Since MSE(F, F) depends only on Y, (and not on Y\Y,), CV-relevant information is steered to Y,
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LATENT SPACE SCALABILITY

2-layer system: object detection + input reconstruction

. : : D e g e ——
- Object detection experimentsonthe 77 __1%mAPloss | _ et ___
COCO dataset 53
_51
- Performance much better than S -
. . . . a 49 ==+ QOriginal Performance (55.85%)
compressing input directly: < L Heve
, . 47 —— WC
o 37 —48% bit savings compared to . —e— Minnen et al.
state-of-the-art image codecs ~#- Cheng et al.
43 /,’{)" —#— Proposed Two-layer Network
o 2.8 —4.5% more accurate 0.1 02 03 04 05 06 07 08 09 1.0 1.1
detection at the same bit rate bpp
o Reason: not all pixel details are Two-layer Network
needed for ObjeCt deteCtion Benchmarks BD-Bitrate BD-mAP

|
|
|
VVC -39.8 2.79

HEVC 479 4.55
Minnen et al. —41.3 3.26
Cheng et al. -37.4 2.89
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LATENT SPACE SCALABILITY

Three tasks

I(Y;X) = (Y Ty) = 1(Y; Ty)
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LATENT SPACE SCALABILITY

End-to-end neural image codec

X Encoder — UY = {[Yl, o, Yil Yizq, |-, Yo} — Decoder X
_ F
Yy _ Latent-space 1 CV back-end 1 T,

~ transform 1

Y

Latent-space

F,
transform 2 CV back-end 2 > T,

Example 3-layer scalable system
- End-to-end image codec backbone [2]
- (CV task 1: object detection using Detectron [3] Faster RCNN

- (CV task 2: instance segmentation using Detectron [3] Mask RCNN
o Object detection c semantic segmentation = Y, c Y,
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LATENT SPACE SCALABILITY

3-layer system: (a) object detection, (b) segmentation

s —————————————

1% m_AF’ Ioss_

2% mMAP loss

- Detection and segmentation experiments on COCO

« Again, Performance much better than compressing
input directly:

—=—- Orginal Performance (40.2%) |
—— HEVC

=»— VVC

—8— Minnen et al.

—i— Cheng et al.

o 71 —78% bit savings compared to state-of-the-art | —— Proposed Three-layer Network
image codecs 0.05 0.15 0.25 0.35 045 055 0.65 0.75

bpp

(a)

o 2.3 —3.5% more accurate detection at the same
bit rate = e ———

___________ 2% mMAP loss

| Three-layer Network 34
| Object Detection | Segmentation ey ——- Orginal Performance (37.2%) |
g —— HEVC
Benchmarks | BD-Bitrate BD-mAP | BD-Bitrate BD-mAP 30 —— WC
) —8— Minnen et al.
VVC -73.2 2.33 -71.2 2.34 -8 Cheng et al.
HEVC -73.2 3.05 —74.7 2.96 @ —k— Proposed Three-layer Network/
Minnen e al. -18.7 3.73 =71.2 3.38 005 015 025 035 045 055 065 0.75
Cheng et al. -76.6 3.62 -75.4 3.49 bpp

(b)
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LATENT SPACE SCALABILITY

—k— Proposed Two-layer |
37| —e— Proposed Three-layer
=®— Minnen et al 2] 0.98
—— Cheng et al. 3]
35 \We
—»— HEVC
—— JPEG 0.96
«33 %
& 20.94 == Proposed Two-layer
31 —e— Proposed Three-layer
—®— Minnenetal [2]
heng et al.
- 0.92 i \CNC getal 3
277 91 02 03 04 05 06 07 08 009 0.90 797 4 05 06 07 08 09
bpp bpp
‘ Proposed methods
ReSUltS on the KOdak dataset Benchmarks ‘ Two-layer Network ‘ Three-layer Network
«  Proposed scalable codec comparable to state-of-the-art on D oNR). s.asiv | CoeNmy (sssiv
input reconstruction A S B oL
. . . . JPEG -63.99 -63.99 -57.25 -57.84
« 10 — 20% degradation by adding a scalability layer (2 — 3), in o Y TR T Y S—
line with earlier work on scalable video coding rotmer | Y B >3
Network - 18.84 11.95
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HUMAN-MACHINE IMAGE CODING

Summary

« Already a number of studies in the literature describing human-machine image coding
« Base task: computer vision
o Usually classification, object detection and/or segmentation
« Enhancement task(s): computer or human vision
« CV tasks require fewer bits than input reconstruction
o Practically demonstrated in many cases
o Theoretical justification
o Still a ways to go:

o ImageNet classification requires log, 1000 = 10 bits = 0.0002 bpp for a 224x224 image;
best currently available feature coding systems require > 0.01 bpp to maintain accuracy
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HUMAN-MACHINE VIDEO CODING

Original
Frames

[iL‘t—l 3 il?t]

Decoded Frames
Buffer

]

Tt—1

HMFVC

Machine Served

Encoder Bitstream Decoder
J  LSR R LSR N — | , LSR (TR Visual
"' Extraction ” Encoder SN E LT EE Decoder Analysis
2]
Iy
\ 4
L Frame Elt LSR Frame ¢ Decoded Frames
”! Prediction Decoder Prediction Buffer
| Dt ¢
bt '
Tt Tt «|  Residual )I 5 5 I N Residual \/‘ V\ - Current
% ” Encoder Signal Bitsteam Decoder Tt % if?t' Decoded Frame

Zr

« Base layer: action recognition or object detection
- Enhancement: input reconstruction
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HUMAN-MACHINE VIDEO CODING

Frame

Example of a scalable 2-task

Reconstructed

Reconstructed

Frame

Reconstructed
Frame

video compression system

« Base layer: object detection
Enh.

« Enhancement layer: input Layer
reconstruction Base ‘r
_ Layer
+ Intra frames coded using the Latent Spa
scalable human-machine Intra Frame

image codec presented

LR
LA

Latent Space

Intra Frame

- _F__N- Vision

:

1

1

1 DNN-aided

| Inter prediction @__,

................................ ‘il.. Machine
v Vision

Latent Space
Intra Frame

earlier

* Inter frames coded using
DNN-aided HEVC pipeline

Human

~

.| Decoder

Machine

» LST

YOLOvV3
back-end

)
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HUMAN-MACHINE VIDEO CODING

All Intra (detection [2] & reconstruction) Random Access (reconstruction only)

| HEVC (HM-16.20) \ VVC (VTM-10.0) Benchmark | HEVC (HM-1620) | VVC (VIM-10.0)

Benchmark ‘ Machine Vision Human Vision ‘ Machine Vision Human Vision BD-rate BD-rate BD-rate BD-rate
| | BD-rate- | BD-rate- Class Sequence (PSNR)  (MS-SSIM) | (PSNR)  (MS-SSIM)
Class ‘ Sequence ‘ mAP PSNR  MS-SSIM | mAP PSNR  MS-SSIM PeopleOnStreet | -1.27% -12.15% 20.82% 9.41%
A Traffic 21.88% 8.90% 48.65% 33.31%

PeopleOnStreet -37.17% 8.55%  -22.93% -29.52% 3647%  -6.34%

A Traffic 33.82% 16.80%  -20.72% 61.09% 44.38%  -4.09% \ Average | 10.30% -1.63% | 34.74% 21.36%
Average -1.68% 1267%  -21.83% 15.78% 40.42%  -521% BQTerrace 21.70% 3.32% 55.15% 32.94%

BoT 3% o8t 1833% 2 26% —— v BasketballDrive | 5.85% 2.02% 42.65% 31.89%

errace =170 O3l =855 70 L0 70 D270 0370 Cact 16.54% -1.89% 49.58% 27.42%
BasketballDrive -49.91% 2457%  -13.63% -47.16% 64.10%  9.47% B acus ¢ o o o
Kimono 0.50% -9.96% 29.06% 14.88%

B Cactus -30.68% 2079%  -19.18% -46.64% 55.70%  2.28% ParkScene 14.13% 0.86% 39.48% 23.98%

Kimono -75.00% 137%  -15.72% -70.98% 2491%  0.74% : : . :

ParkScene -35.81% 14.63%  -16.45% -20.30% 40.05%  -0.63% \ Average | 11.74% -1.94% | 43.18% 26.22%
Average -35.01% 18.24%  -16.66% -37.47% 51.62%  3.94% BQMall 3.14% -9.64% 40.89% 22.20%

BQMall -51.04% 1.07%  -20.80% -51.96% 3180%  0.95% c B?jketbs"‘”D“” }g-g;ga '3'322” ig'g%o 33323’
BasketballDrill -37.45% 0.62%  -22.76% -46.88% 46.70%  5.09% Rar‘YHcene 423 q" s ,; 3704 (7" PN ,;

C PartyScene -8.01% 15.60%  -12.54% -12.25% 43.87% 5.33% aceHorses ol g o intad
RaceHorses 27.07% 8.49% -11.43% -36.60% 38.90% 8.37% ‘ Average ‘ 7.82% -3.939% ‘ 44.67% 33.18%

| Average | -17.36% 6.44% -16.88% | -36.92% 40.32% 4.94% BQSquare 7.38% .9.499, 50.49% 19.02%
BQSquare -6.51% 739%  -2510% -15.38% 32.52%  -10.52% BasketballPass | -2.86% -9.68% 36.77% 23.01%
BasketballPass -57.82% 2.33%  -16.14% -55.58% 29.18% 6.82% D BlowingBubbles | 4.18% -6.94% 39.37% 21.03%

D | BlowingBubbles -15.49% 1.08%  -15.26% -2.86% 30.57%  5.72% RaceHorses -2.71% -4.75% 38.38% 31.18%
RaceHorses 21.69% 415%  -11.10% -22.45% 27.46% 11.82% ‘ Average | 1.50% 171% | 41.25% 23.56%

\ Average | -1453% 050%  -1690% |  -24.07% 2993%  3.46% FourPeople 152%  -1151% | 4547% 13.16%
Johnny 116.35% 787%  -19.50% 86.62% 4754%  7.45% E Johnny 17.84% -2.49% 62.58% 32.28%

E KristenAndSara -39.08% 748%  -29.17% -8.03% 4240%  -8.88% KristenAndSara | 14.26%  -16.50% | 53.67% 11.36%
| Average |  38.64% 621%  -2490% |  39.29% 41.19%  -2.60% \ Average | 1454%  -1017% | 53.90% 18.94%
Avg. (A - D) | -2040% 9.62%  -17.47% |  -26.65% 4133%  2.86% Avg. (A - D) | 7.77% 3.97% | 41.94% 26.72%
Avg. (A - E) | -1345% 9.05%  -1871% |  -18.89% 4131%  1.95% Avg. (A - E) | 8.90% -5.00% | 43.93% 25.42%
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HUMAN-MACHINE VIDEO CODING

Break even point

| HEVC (HM-16.20) 10
Benchmark | Machine Vision Human Vision
| BD-rate- 5
Class | = Sequence ) = Ap PSNR  MS-SSIM
Avg. (A - D) | -20.40% 9.62%  -17.47% OF==~~~"7=77==7777-°
Avg. (A - E) | (-13.45% 9.05% ) -18.71%
-5
(1 - th) . 08655 —|- th y 10905 S 1 -10 Bit savings
frac. time frac. time Break-even point
machine vision human vision -15 20 40 60 80 100

th X 100(%)
PSNR MS-SSIM PSNR MS-SSIM
59.8% 100% 31.4% 90.7%
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Part 3

Standardization
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EXISTING STANDARDS

Compact Descriptors for Visual Search (CDVS) [1]

« For image-related vision tasks, especially search and retrieval

 Handcrafted features: SIFT and Fisher Vectors

Compact Descriptors for Video Analysis (CDVA) [2]
« For video-related vision tasks, especially search and retrieval

* Also considered learnt features
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JPEG Al

* Scope

“The scope of the JPEG Al is the creation of a learning-based image coding standard offering
a single-stream, compact compressed domain representation, targeting both human
visualization, with significant compression efficiency improvement over image coding
standards in common use at equivalent subjective quality, and effective performance for
image processing and computer vision tasks, with the goal of supporting a royalty-free
baseline.” [JPEG Al White Paper, 2021]

 Difference from earlier image coding standards

o Learning-based

o Support for image processing and computer vision tasks (besides default input
reconstruction)
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JPEG Al

« Use cases
o Cloud storage
o Visual surveillance
o Autonomous vehicles and devices
o Image collection storage and management
o Live monitoring of visual data
o Media distribution

o Television broadcast distribution and editing
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JPEG Al

Input
Image

JPEG Al coding framework

JPEG Al Learning-based Core Engine

Transform uantization

Latent

representation

Entropy
encoding

Latent
representation

O]

Entropy

Standard

decoding

Latent
representation

O]

Image Processed
task

Standard

reconstruction

Computer
vision task

» decoded
image

Class, object,
semantic map,
etc.
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JPEG Al

« Examples of image processing tasks
o Super-resolution
o Denoising
o Low-light enhancement, exposure compensation, color correction
o Inpainting
« Examples of computer vision tasks
o Image classification
o Object/face detection, recognition, identification
o Semantic segmentation

o Event detection, action recognition
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JPEG Al

CfP results: average BD-rate over several quality metrics

BD-rate performance CPU dec. time

TEAMID

12K HEVC VVC 12K HEVC VVC
TEAM12 -39.3% | -13.2% -3.1% 601 606 484
TEAM13 -31.5% -2.1% 10.6% 21 21 16
TEAM14 -57.2% | -39.6% -32.3% 39 39 31
TEAM15 -6.7% 33.6% 51.2% 25 25 19
TEAM16 -47.7% -26.6% -17.9% 44 44 34
TEAM17 -21.5% 15.4% 32.0% 98 98 75
TEAM19 -34.2% -4.4% 8.6% 21 21 16
TEAM21 -33.4% 1.6% 13.8% 153 153 118
TEAM?22 -32.6% -4.9% 7.2% 136 136 105
TEAM24 -56.5% -37.4% -29.9% 44 44 34
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JPEG Al

* Timeline

O

VISUAL CODING FOR HUMANS AND MACHINES — PART 3: STANDARDIZATION
IEEE ICASSP 2023 HMM-QOE KEYNOTE

January 2022 — Final Call for Proposals

February 2022 — Proposal registration

April 2022 — Proposal submission

October 2022 — Verification Model under Consideration (VMuC)

October 2023 — Draft standard
April 2024 — Final standard
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MPEG-VCM

* Scope

“MPEG-VCM aims to define a bitstream for compressing video or feature extracted from
video that is efficient in terms of bitrate/size and can be used by a network of machines
after decompression to perform multiple tasks without significantly degrading task
performance. The decoded video or feature can be used for machine consumption or
hybrid machine and human consumption.

The differences between VCM and video coding with deep learning are:

1. VCM is used for machine consumption or hybrid machine and human consumption, while
current video coding aims for human consumption;

2. VCM technologies could be but is not required to be based on deep learning

3. VCM can achieve analysis efficiency, computational offloading and privacy protection as
well as compression efficiency, while traditional video coding pursues mainly on
compression efficiency.” [VCM m57648 , 2021]
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MPEG-VCM

« Use cases

O

O
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Surveillance

Intelligent transportation
Smart city

Intelligent industry
Intelligent content
Consumer electronics
Smart retalil

Smart agriculture

Autonomous vehicles / UAV
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MPEG-VCM

« Examples of image processing tasks
o Image/video enhancement

o Stereo/Multiview processing

« Examples of computer vision tasks
o Object detection, segmentation, masking, tracking, measurement
o Event search, detection, prediction
o Anomaly detection
o Crowd density estimation

o Pose estimation and tracking
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MPEG-VCM

Machine vision tasks and datasets for evaluation

W ET IR ER Network Architecture Evaluation Dataset Evaluation Metric

OpenlmageVé
Faster R-CNN with ResNeXt-101 TVD
backbone FLIR
SFU-HW-object-v1

. Mask R-CNN with ResNeXt-101 OpenimageV6 MmAP@0.5
Instance Segmentation
backbone TVD
. . TVD
Object Tracking JDE-1088x608 HiEve 10% MOTA

mAP@0.5
Object Detection
MAP@([0.5:0.95]
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MPEG-VCM

« Track 1 — Feature extraction and compression
o Focus on machine vision
o Call for Evidence (CfE): July 2022
o Response to CfE: October 2022

« Track 2 — Image and video compression
o Both human and machine vision
o Call for Proposals (CfP): April 2022
o Response to CfP: October 2022
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MPEG-VCM

Coding pipelines under consideration

Video f Bitstream i i Machine Analysis
Video Encoder : Video Decoder |90 y lrgere?tce
(Part1) (Part2) esults

y
v

A 4

Video| Machine Feature F . Bitstream - Feature | Feature Machine Inf
——>»| Analysis > eature »| Video Encoder »| Video Decoder o Fedlure inverse »  Analysis nierence
(Par¥1) Conversion Conversion (Part2) Results
Video Machine Bitstream Ma(hir!e
> Analysis ALl »| Feature Encoder |— »| Feature Decoder pesture »  Analysis "g:;ﬁ?éeA
(Part1) (Part2)
Y v
¥ Bitstream : Video
»| Video Encoder »| Video Decoder >
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SUMMARY

« Coding for machines is an important emerging topic
o Generalized codecs
o Theoretical understanding based on classical RD theory + extensions

o Already shown gains of >70% over the best image/video codecs on several tasks

* Human-machine coding (multi-task coding in general)
o Requires extension of classical RD theory
o Most existing work on image coding, less for video coding
o Related standardization activities: JPEG Al and MPEG-VCM
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TO PROBE FURTHER

First IEEE Workshop on Coding for Machines

* www.ieeecfm.org

« @ ICME 2023 in Brisbane, Australia

« Keynote by Prof. Yao Wang (NYU)

« Tutorial on CompressAl and CompressAl-vision

EURASIP Journal on Image and Video Processing
« Special Issue on Visual Coding for Humans and Machines
* https://www.springeropen.com/collections/vchm
 Deadline: December 1, 2023
* Open submission window

o Review starts as soon as you submit

VISUAL CODING FOR HUMANS AND MACHINES
IEEE ICASSP 2023 HMM-QOE KEYNOTE

|[EEE'GEIM 2028

First IEEE Workshop on

Coding for Machines

July 10, 2023, Brisbane, Australia

in conjunction with IEEE ICME 2023
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http://www.ieeecfm.org/
https://www.springeropen.com/collections/vchm

Thank you!

Questions?
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