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Recent joint-embedding architecture and method based self-
supervised representation learning (SSL) approaches are
capable to learning efficient representations without the need of
direct human supervision. But it requires:
 Massive amount of training data (typical choice –ImageNet

having 1.2 millions images)
 Heavy computation resource due to large batch (1024 so on)
These requirements makes SSL inaccessible to small-scale data
and having lack of computing resources
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Motivation

Datasets

• Jointly optimize the self-supervised and supervised learning
where SSL encourages invariant representation while being
supported semantics by label being used in supervised
setting.

 ResNet-50 backbone and batch size of 256

Results

Shifting the representational knowledge transfer paradigm to
functional knowledge transfer can enable the learning of
efficient self-supervised representations for small-scale data.
 By using joint optimization of SSL and supervised task

Method
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Aptos – Eye fundus
(3.6k images)

Intel Images
(25k images)


	Functional Knowledge Transfer with Self-supervised Representation Learning

