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ABSTRACT

Capturing subtle visual differences between subordinate cat-
egories is crucial for improving the performance of Fine-
grained Visual Classification (FGVC). Recent works pro-
posed deep learning models based on Vision Transformer
(ViT) to take advantage of its self-attention mechanism to
locate important regions of the objects and extract global
information. However, their large number of layers with
self-attention mechanism requires intensive computational
cost and makes them impractical to be deployed on resource-
restricted hardware including internet of things (IoT) devices.
In this work, we propose a novel Multi-exit Vision Trans-
former architecture (MEViT) for early exiting based on ViT,
as well as a fine-tuning strategy that involves self-distillation
to improve the accuracy of early exit branches on FGVC task
compared to the baseline ViT model. The experiments on
two standard FGVC benchmarks show our proposed model
provides superior accuracy-efficiency trade-offs compared to
the state-of-the-art (SOTA) ViT-based model and demonstrate
that it is possible to accurately classify many subcategories
with significantly less effort.

1. INTRODUCTION

Fine-grained Visual Classification (FGVC) aims to accurately
identify discriminative local parts and features from visually
similar subcategories, such as different bird species or vari-
ous car models. Recently, Transformer model architecture,
which has led to successes in Natural Language Processing
(NLP) tasks, has also been applied to the computer vision do-
main and resulted in high performance in vision tasks. Vision
Transformer (ViT) has demonstrated high performance in reg-
ular classification tasks [1]. In a similar manner in which
Transformer divides a sentence into words and learns the cor-
relation between each word, ViT splits an image into a series
of ordered image patches and learns the association between
the image patches. Specifically, a series of specialized ViT-
based models are proposed and achieved better performance
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in FGVC tasks compared to the existing convolutional neural
networks (CNNs) [2, 3, 4, 5, 6, 7, 8, 9]. TransFG has in-
troduced a ViT-based framework that generates overlapping
image patches with a sliding window to avoid any informa-
tion loss among hard-split patches [10]. Another work pro-
posed a Feature Fusion Vision Transformer (FFVT) which ag-
gregates features of important patches from early ViT layers
to extract low-level and middle-level information effectively
[11]. However, they come with a high computational cost and
the slow inference speed of these models could hinder their
deployment on edge devices for real-world applications.

While Deep Neural Networks including Transformer ar-
chitectures gain an advantage from a large number of layers,
it is often found that fewer layers can still precisely identify
a large number of classes in classification tasks. There have
been numerous studies exploring the concept of an early exit
in deep neural networks, which involves exiting the network
in earlier layers than the normal exit point. Initially, [12]
highlighted that classification difficulty varies widely across
data classes in real-world datasets and only a small portion of
classes requires the full compute power of the model, while
the majority can be identified precisely with minimal effort.
BranchyNet augmented the existing early CNN model archi-
tectures with additional side branch classifiers and achieved
superior accuracy-efficiency trade-offs compared to the orig-
inal models [13]. The early exit mechanism was also intro-
duced in Transformer architectures as an effective dynamic
inference framework for low-resolution image classification
tasks with broad categories [14]. In this paper, we propose
a novel multi-exit ViT model named MEViT that is able to
adaptively perform the early exit based on a preset threshold
and a fine-tuning strategy that utilize the inplace distillation
to solve the knowledge degradation problem of the early-exit
model in FGVC tasks.

The main contribution of this work includes:

• We introduce a Multi-exit Vision Transformer architec-
ture (MEViT) with an uncertainty score predictor mod-
ule to dynamically exit on earlier branches based on
the predicted threshold value, which is determined by
the input image’s difficulty level.
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Fig. 1. The overview of our proposed Multi-exit Vision Transformer. The input sequence of image patches are fed to the model.
The uncertainty predictor module (UP) is introduced to the exit branches to dynamically decide on which layer to exit based on
the difficulty level of the input images.

• We apply layer-wise inplace distillation and sandwich
rule technique during training to prevent the model
from conflicting feedback from multiple branch classi-
fiers while updating all the exit points without compro-
mising the performance of the full model.

Empirical results show that MEViT is capable of exiting
early during inference and remarkably cuts down compu-
tational cost while achieving superior performance on two
FGVC benchmarks compared to the baseline ViT and a SOTA
model. Our model can dynamically exit early based on the
difficulty level of the input images.

2. METHOD

2.1. Multi-Exit Structure in ViT

We begin with the pre-trained ViT model as the backbone,
which consists of 12 encoder layers with 12 attention heads
in each layer. Then, we append auxiliary classifiers after
each encoder layer to represent the early exit branches. Each
branch classifier is a single-layer fully-connected network.
To allow the early-exit mechanism to be adaptive and enable
dynamic multi-level exit points for classes at different lev-
els of difficulty, we introduce an uncertainty score predictor
module during training similar to [15] along with the early
branch classifiers to estimate the uncertainty level (the lower
the value, the better the quality) to determine the prediction
quality. The model will terminate on a certain branch when
the uncertainty level falls below a pre-defined threshold.

2.2. Training Strategy of Multi-Exit ViT

In our preliminary experiments, we focused on training the
model in an end-to-end manner where the loss signals of all
exits are combined and backpropagated through the network

at the same time. However, we found that the different sig-
nals from multiple exit branches with independently initial-
ized weights greatly hinder optimization when they are si-
multaneously updating the model. We address this issue with
layer-level inplace distillation technique, following the sand-
wich rule training approach [16]to make the early exit classi-
fiers learn from the probability distribution of the final clas-
sifier to prevent conflicting feedback to the backbone during
backpropagation.

We applied the layer-level sandwich rule training tech-
nique to effectively train our multi-exit model. First, we up-
date the model with the upper bound which is the full model
with the final classifier. Then we apply inplace distillation
to update the model with the lower bound which includes
the earliest exit branch classifier and other randomly sampled
early exit branch classifiers to transfer the knowledge from the
full model’s final classifier to the sparse models with various
exit points. In each iteration, both the full and spare mod-
els are optimized simultaneously to enable the model to be
adaptable to arbitrary exit points.

The loss function for the ith layer classifier is defined as

Li(x, y) = LCEi
(fi(hi), y) + LMSEi

(fi(hi), ũi) (1)

where hi is the ith layer hidden state corresponding to the
CLS token. LCEi

is cross-entropy loss between the ith clas-
sifier fi and the ground truth label y. LMSEi

is mean squared
error (MSE) from the ith layer uncertainty predictor module
defined as

LMSEi(fi(hi), ũi) = ∥ui − ũi∥22 (2)

where
ui = σ

(
w⊤fi(hi) + b

)
(3)

σ is the sigmoid function. w is the weight vector and b is the
bias of the uncertainty predictor module. ui is the predicted



uncertainty level and ũi is the ground truth uncertainty level
defined as

ũi = tanh (|fi (hi)− y|) (4)

When the model is updated with the lower bound configura-
tion to exit early, we additionally compute Kullback-Leibler
divergence loss LKLDivi and update the model as shown be-
low.

LKLDivi = fn(hn) ln
fn(hn)

fi(hi)
(5)

where fn and hn are the final classifier and the final hidden
state corresponding to the CLS token respectively. The addi-
tional inplace distillation loss during the fine-tuning of early
exit classifiers prevents negative interference among multiple
classifiers, leading to optimal performance.

3. EXPERIMENT

3.1. Experiment Setup

Our multi-exit model (MEViT) is based on the ViT model
(ViT-B/16) that is pre-trained on the Imagenet21K dataset
[17]. MEViT consists of an embedding layer, 12 encoder
layers, and 6 corresponding classification heads starting from
the 6th encoder layer. All the classifiers are single-layer
fully connected layers. We evaluate the performance of our
model with two popular FGVC datasets including FGVC-
Aircraft[18] and Stanford cars[19]. We followed the same
data augmentation used by TransFG and randomly cropped
training images to have the size of 448×448. During the
fine-tuning stage, we used SGD optimizer with a momentum
of 0.9 and applied the cosine annealing scheduler. The initial
learning rate is set to 0.001 and 0.003 for FGVC Aircraft and
Stanford cars datasets respectively. The training batch size
is set to 32 for all the datasets. We trained the models on a
single Nvidia Tesla V100 GPU and run inference on the GPU
and an Nvidia Jetson Nano to validate their performance.

3.2. Evaluation metrics

We compare our model to the baseline ViT model and
TransFG, which is a ViT-based SOTA model that outper-
forms CNN-based approaches in FGVC tasks. We fine-tuned
the models on the two datasets mentioned earlier to evaluate
their accuracy and efficiency. To evaluate the efficiency of
our model on various hardware, we focused on two different
metrics: the number of floating operations (FLOPs) required
to run a single batch of input and the latency. Since FLOPs
are independent of hardware, we used them as a proxy for
efficiency. We measured the average latency on the GPU and
Jetson Nano to test our model on hardware with different
computational budgets. The latency on GPU was measured
with the input of batch size 8. To run inference on Jet-
son Nano, We converted the models using ONNX [20] and

measured the model size, latency, power consumption, and
memory usage with a batch size of 1.
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Fig. 2. Layer-wise trade-off curves of accuracy to the average
number of exit layers on Stanford Cars and FGVC Aircraft.

3.3. Results

The results of our experiments are presented in Tables 1 to 3
and Fig. 2 and 4. Fig. 2 shows the layer-wise accuracy curves
of Stanford Cars and FGVC Aircraft datasets. The horizon-
tal lines represent the accuracy of the baseline ViT model for
both datasets. It is noticeable in both curves that the early exit
branch classifiers achieve even higher accuracy compared to
the baseline ViT model. As we exit from the earlier branches,
the accuracy drops consequently. However, the earliest exit
point leverages only half of the full model while maintaining
performance within 1 percent of the baseline model.

Method Acc.(%) latency(ms) FLOPs
TransFG 92.4 671 5.70x

VIT-B 92.2 134 1.00x
MEViT12 92.8 135 1.00x
MEViT6 91.5 67 0.50x

Table 1. Comparison of different methods on Stanford Car.

Table 1 and 2 show the accuracy and efficiency of the
models on the two benchmarks. MEViT6 and MEViT12 de-
notes our early exit model with 6th classifier and full model
with the final classifier. On Stanford Car benchmark, our
full model achieves higher accuracy compared to the baseline
ViT (ViT-B) and TransFG while it is 5× faster than TransFG.
Our early exit model reduces the compute cost (FLOPs) by
50% resulting in 2× faster on GPU. In table 2, our early exit
model is 2× faster while maintaining accuracy within 1 per-
cent compared to ViT-B. With the same compute budget, our
full model achieves 1.1% higher accuracy compared to ViT-
B. This validates our layer-wise adaptive training scheme is
effective to improve the overall performance of the model.



Fig. 3. Visualization of attention probability distribution on each layer. 6 to 11 layers generate similar attention patterns
compared to that of the final layer due to the distillation supervision during training.

Method Acc.(%) latency(ms) FLOPs
VIT-B 88.0 135 1.00x

MEViT12 89.1 136 1.00x
MEViT6 87.2 68 0.50x

Table 2. Comparison of different methods on FGVC-
Aircraft.

To further analyze the model performance on resource-
constrained hardware, we measured additional efficiency met-
rics on Nvidia Jetson Nano. Table 3 shows the model size, la-
tency, power consumption, and memory usage during the in-
ference of the model. The efficiency metrics show linear cor-
relations with FLOPs. Our MEViT6 improves the efficiency
by 2× compared to ViT-B.

Metrics Size Latency Power Mem usage

ViT-B 330MB 1446ms 11.0W 1.3Gb
MEViT6 167MB 784ms 5.8W 0.73Gb

Table 3. Efficiency evaluation with the baseline model ViT-B
and our MEViT6 on Stanford Car.

Additionally, we analyzed the proportion of classes in
each dataset that only require minimal computational ef-
fort from our model. As shown in Fig. 4, 107 out of 196
classes and 49 out of 100 classes from Stanford Car and
FGVC Aircraft respectively could be accurately identified
with only 6 encoder layers without accuracy loss compared
to the full model. There is a noteworthy proportion of classes
that exhibit higher accuracy while requiring significantly less
compute effort compared to the full model on both bench-
marks.

In Fig. 3, we visualize the attention probability distribu-
tion of each layer. We observe that the attention patterns
of layers 6 to 11 are remarkably similar to that of the final
layer. We attribute this similarity to the inplace distillation
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Fig. 4. Class-wise accuracy change of MEViT6 compared to
MEViT12 on Stanford Cars and FGVC Aircraft.

technique used during training, which facilitates knowledge
transfer from the full model to the early exit branches.

4. CONCLUSION

In this paper, we propose a MEViT for efficient inference
on FGVC. The uncertainty score predictor module enables
the model to dynamically exit on earlier branches determined
by the difficulty of the input images. Extensive experiments
are conducted on several FGVC benchmarks, and the results
show the superior accuracy-efficiency trade-offs of our model
compared to ViT and a SOTA ViT-based model. Our early
exit model drastically reduces the overall compute cost and
memory usage on various systems with different computa-
tional budgets.
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