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Video is arguably the primary source of information in
today's digital era, with the significant growth annually. For

example, 144,000 hours of video are uploaded to YouTube
daily.

Through video clips, people can acquire different new
knowledge. Most users seak information, learn sKkills from
the videos.

Challenges:

Unable to quickly summarize a video clip by skimming

Unable to search and locate a specific piece of
information within a video clip using simple query.

How to summarize long video in the
way the user needs ?
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Dense Video Caption Query

Figure 2: Overview of CLIP-It. Given an input video, CLIP-It generates a summary conditioned on either a
user-defined natural language query or an automatically generated dense video caption. The Language-Guided
Attention head fuses the image and language embeddings and the Frame-Scoring Transformer jointly attends to
all frames to predict their relevance scores. During inference, the video summary is constructed by converting
frame scores to shot scores and using Knapsack algorithm to select high scoring shots.
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Figure 2. An overview architecture of our multi-modal multi-level transformer (M3L). ML contains the multi-modal multi-level trans-
former T to encode the source video S and decode for the target video frame o by the multi-level fusion (MLF).
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M3SUM

« Unsupervised language guided video
summarization

« Without the need of training
« Without the need of labeled data User query + |Adll&d|-|&d] — @ Model = 15 1

] . (a) conventional language-guided video summarization
 LLM-based summarization

Ad A A 5 Image —> image caption __

« High generalization capability
 High instruction-following capability «nrm)M{mluul{“il|\|||||||[||u|n- —> ¥ Audio —> transcript  (~ # LLM—>15 -

User query —
« Lightweight deployment for efficient

processing of video (b) our proposed M3Sum
« Very useful for long videos such as
education videos
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Fig. 2. The framework of our proposed method

Framel: desc 1

il'ramel score 1
I_’ ' Frame?2: score_2

Frame2: desc 2

Image caption set of frames C' = {c;}/*; where ¢; is the

Auldlo caption sentence of the ¢-th frame,
¢ Speech-to-text Transcript set of frames T = {(t;,t7, w;)}1—, where ¢} and
IS t? are the start and end times, and w; is the sentence of the i-th
| 0-2s: transcript 1 transcript.

. 2-8s: transcript 2 Output: Description set of frames D = {d;}.\,
: 1: fori=1,2,...,Ldo

"g_‘y ------ 2: s1 = %, S2 = % /* The frame is sampled every 2

- seconds.*/
Left Alignment 3 for j =s1,s1+1,...,s2do
4 Wj; = w; [* W; is the transcript of j-th frame. x/
/——/ 5:  end for
""" LLMs T A T S 6: end for
7

_________

: BS = BertScore(C,T).
/* The overlap is big and thus no need to fuse.*/
8: if BS > 7 then

l 9: fori=1,2,...,Ndo
10: di = C;
« B B 11: end for

~ ~ ~ 12: else

13: fori=1,2,...,Ndo

Summarized Video

14: d; =c; Uw;
15: end for
16: end if

17: retarn D = {d;},
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Experiments

Model _ Training | TVSum , SumMe Model TVSum SumMe
___________ Supervised Settilg | SP  PCoT | SP PCoT
SUM-GAN., /o Tsea T M3Sum__ | 569 57.6 | 436 419
SUM-FCN v 56.8 47.5 -caption | 51.8 516 | 326 375
CLIP-it Unsupemsé:i etz 663 | 542 _transcript | 56.7 572 | 432 422
- bﬁh;le_MO_tl(_)n_-A:E —————— ‘7 -—- == 5—1—5— - - —37,7 - - - allgnment 50.4 52.8 43.1 40.8
SUM-FCN v 52.7 41.5 .
DR-DSN J/ 57.6 41.4 Table 4. The ablation study of M3Sum on the two datasets.
EDSN v 57.3 42.6
UnpairedVSN v 55.6 47.5
CLIP-Image+bi-LSTM v 52.8 35.7
AC-SUM-GAN v 60.6 50.8 . TVSum SumMe
Metrics
M3Sum (SP) X 56.9 43.6 SP PCoT | SP  PCoT
M3Sum (PCoT) X 57.6 41.9 PPL 57.1 56.8 | 425 41.2
BLEU 572 576 | 432 419
Table 3. Comparing F1 scores of our M3Sum with super- BertScore | §7.2 57.6 | 43.6 423

vised and unsupervised baselines on the TVSum and SumME
datasets. The results of baselines are copied from [1] and [15]. Table 5. The comparison of different alignment metrics.



Experiments

Original Video User Query Summarization

Q1: Can you assist me in identifying the bees
featured in the video?

Q3: What is the primary subject matter
introduced in the video?

Idioms Part 3
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Conclusion and Future Directions

« We first explores unsupervised language guided video summarization from a single modal
perspective and achieve on-par performance with previous methods which require lots of
training and annotated data.

» [Multi-modal Question Answering and Other Tasks, Video Editing] Our method can be
extended to different downstream tasks and applications, similar methods include LLaVA,
Video-ChatGPT, Video-LLaMA!

« [Multi-modal Large Language Model] We hope to train our own multi-modal LLM using the
high-quality data generated by our proposed method. We also design some specific
modules to capture more features in the video.




