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Protein representation learning is critical in various

tasks in biology, such as drug design and protein

structure or function prediction, which has primarily

benefited from the protein language models and

graph neural networks. These models can capture

intrinsic patterns from protein sequences and

structures by masking and task-related losses.

However, the learned protein representations are

usually not constrained, leading to performance

degradation due to data scarcity, task adaptation,

etc. We propose a novel Deep Manifold

Transformation method for universal Protein

Representation Learning (DMTPRL), which adopts

manifold learning strategies to improve the quality

and adaptation of learned embeddings. A

specifically designed manifold learning loss is

applied during training based on the graph node-to-

node similarity. The proposed method surpasses

state-of-the-art baseline algorithms by a significant

margin on different downstream tasks across

popular datasets, which validates our solutions.
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The pipeline of the proposed model.
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