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Abstract

Most works in class incremental learning (CIL) 

assume disjoint sets of classes as tasks. Although a 

few works deal with overlapped sets of classes, they 

either assume a balanced data distribution or assume 

a mild imbalanced distribution. Instead, in this paper, 

we explore one of the understudied real-world CIL 

settings where (1) different tasks can share some 

classes but with new data samples, and (2) the 

training data of each task follows a long-tail 

distribution. We call this setting CIL-LT. We 

hypothesize that previously trained classification 

heads possess prototype knowledge of seen classes 

and thus could help learn the new model. Therefore, 

we propose a method with the multi-expert idea and a 

dynamic weighting technique to deal with the 

exacerbated forgetting introduced by the long-tail 

distribution. Experiments show that the proposed 

method effectively improves the accuracy in the CIL-

LT setup on MNIST, CIFAR10, and CIFAR100. Code 

and data splits will be released.

Pipeline

Most previous works reinitialize classification heads when new tasks come in while some work 

concatenate logits from non-overlapped heads to keep a unified classification head. However, we 

hypothesize that previously trained classification heads possess prototype knowledge of seen 

classes and will help the continual learning of the new model. In general, our proposed model 

dynamically creates an overlapped expert, i.e., a light-weight linear head, for each task as shown 

in the following figure. The remaining questions are (1) how to merge their decisions to get a 

final prediction for each sample, and (2) how to maintain their expertise as more novel classes 

come in and more seen classes wither away.

CIFAR100 Under CIL-LT

Each task includes 10 novel classes and 30% of seen 

classes that are randomly selected. Within each task, 

the training data follows a long-tail distribution. The 

maximum imbalance factor (IF) is 250, which is 

defined as the number of training samples in the 

largest class divided by that of the smallest. Thus, we 

call this split CIFAR100-Overlap30-IF250. Note that: 

We use 3 different seeds to generate 3 different class 

orders for evaluation purposes. 

Multi-Expert Strategy

To tackle the first question, we make our experts output their knowledge, i.e., logits (before 

softmax), on all novel classes and classes seen so far as shown in the above Figure. Thus, 

overlapped classes among different tasks have corresponding outputs from different experts 

which gives experts the opportunity to communicate with each other via the proposed rescaling-

group-average operation as shown in the right of the above figure.

Experts-and-Samples-Aware Loss

To tackle the second question, i.e., how to maintain 

experts' expertise as more novel classes come in and more 

seen classes wither away, we propose to apply an experts-

and-samples-aware (ESA) loss to the merged logits, i.e., 

𝑚𝑇, in each task.

Sampless-Aware Loss

Samples-Aware Loss
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