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Most works in class incremental learning (CIL) o i To tackle the second question, i.e., how to maintain
assume disjoint sets of classes as tasks. Although a B experts' expertise as more novel classes come 1n and more
few works deal with overlapped sets of classes, they i S seen classes wither away, we propose to apply an experts-
either assume a balanced data distribution or assume il and-samples-aware (ESA) loss to the merged logits, 1.e.,
a mild 1imbalanced distribution. Instead, in this paper, 0 h” LU L il I L R EninlinEeN sl my, In each task.
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we explore one of the understudied real-world CIL S less- A I
settings where (1) different tasks can share some ATPTESSAWATE Lo
classes but with new data samples, and (2) the Lia = —Zy log (0 (mr))

tr.am.mg , data of each te,lSk fouows a  long-tail Most previous works reinitialize classification heads when new tasks come in while some work /
distribution. We call this setting CIL-LT. We

. . . . . concatenate logits from non-overlapped heads to keep a unified classification head. However, we
hypothesize that previously tramned classification . . . . .
hypothesize that previously trained classification heads possess prototype knowledge of seen
heads possess prototype knowledge of seen classes

Pipeline

Samples-Aware Loss

classes and will help the continual learning of the new model. In general, our proposed model T
and thus could help learn the new model. Therefore, d 11 1 q . Lohtoweioht | head. f h task as sh Loy = — E ylog (o (my)) - wr.e.,
. , , ynamically creates an overlapped expert, 1.€., a light-weight linear head, 1or each task as shown I
we propose a method with the multi-expert idea and a . . L L . ik
, o . , in the following figure. The remaining questions are (1) how to merge their decisions to get a |
dynamic weighting technique to deal with the . L . . N . P
S , final prediction for each sample, and (2) how to maintain their expertise as more novel classes NToeje 47
exacerbated forgetting introduced by the long-tail come in and more seen classes wither away wr,e,.. = log Vi -1 ] + 1,
. . . . . ? 1’ i A . ;
distribution. Experiments show that the proposed Legx
method effectively improves the accuracy in the CIL- o | Rescaling Experiments
—! — ® »ESAloss | m Group Average
LT setup on MNIST, CIFAR10, and CIFAR100. Code 'I | bp1 | 8 [ b1 8 ={n) A
’ 1 - - : Z , Table 1: Comparison with two metrics (A{5, 10} and I{5. 10}: %) in MNIST-Overlap50-IF100, CIFAR10-Overlap50-IF 100,
and data Sp llts Wlll be released : ) i and CIFAR100-Overlap30-1F250 under CIL-LT setup. K represents memory size.
i . : N ma1
:> .. Rescaling ESA loss ' ® Rescale (,3 + :) /2= : MNIST10 (K=200) CIFAR10 (K=200) CIFAR100 (K=2,000)
] " Group Average | - > o Methods A5(1) 15()) A5(1) 15()) A10(1) 110()
-8 __ I ZZ 2 m2,4 Joint 88.49 - 91.40 - 62.16 -
: 2 ) ) EWC [2] 39.23 4 0.08 49.26 1 0.84 63.1611.02 28.24 1078 27.6710.85 34.4940.54
CIFARI OO Under CIL-LT g ' & @ ® ‘'m Rwalk [12] 39-73it).33 48-761}.(;9 f?'-il-:min.a? 27-“2i0.93 32-56iu.m; 29-6[&0.??
RCSCaling ESAI : Rescale ( & Q’ T .) 3 ,3'1 1CaRL [1] 59.78410.73 28.71410.63 52.164¢.75 39.24 1 0. 83 33.7440.84 28,4241 33
, 0SS | ,( + ',j) /2 = . GDumb [13] 41.7110.7m1 46.78 1 0.62 37.2210.63 55.1810.65 28.33 10.68 33.8341.45
o < Gl'OUp Avel'age : . A _ BIC 13] J%SSJ_DT? 55.11J_[}_59 fiéLQiii”_ﬁf; 2?.]_TJ_(),7{5 3?.68_]_{}_{59 24.48J_()_95;
Each task includes 10 novel classes and 30% of seen s_8 ] . | - 5 M3,6 DER++ [14] 84.55.10.50 3.9410.55 65.10.10.54 2630108 | 355Ti0ss 2659115
thi Inputimage Shared backbone Experts Logits  Results merging | Z 7 LSER e o o e o0 20
classes that are randomly selected. Within each task, putimag i 3 23 CLSER[I0] | 86081040 24lsosr | 66881000 245206 | 415200 206400
ESA (ours) 88.510.31 —0.02410.23 71.32 1 .44 20.08 1 0.32 44.21 1 63 17.9510.54

the training data follows a long-tail distribution. The
maximum 1mbalance factor (IF) 1s 250, which 1s
defined as the number of training samples in the

Multi-Expert Strategy

Table 3: Comparison with two metrics (A{10} and I{10}:
%) 1n CIFAR100 tor another two overlap ratios.

largest class divided by that of the smallest. Thus, we To tackle the first question, we make our experts output their knowledge, 1.e., logits (before

. . Overlap30 Overlap>0
call this split CIFAR 100-Overlap30-IF250. Note that: softmax), on all novel classes and classes seen so far as shown in the above Figure. Thus, Methods | A10(1)  110()) | A10(H)  I10(})

' ' : - - Joint 64.05 i 64.71 -

We uscC 3 diffel‘ent SeedS tO generate 3 diffel‘ent ClaSS O\{lerlﬁpped Classes aglong dlffer.ent taSkS have. Correslilondnﬁg (I)lUtplItS gom dlffergnt eXII).ertS EWC [2] 32.4540.78 31.6010.96 | 33.9510.63 30.7610.98

. 1 1 X r I‘ nl mm nl 1 I‘ 1 I‘ I‘ ln - RW&H{HZ] 36.22@_.;;? 2?.83J_[],[i$-} ::;8.{]5_1_[1_5;{5 26.66_1_{}_55

orders for evaluation purposes. which gives experts t. e opportu ty to co. unicate with each other via the proposed rescaling el Bl Do i

group-average operation as shown 1n the rlght of the above ﬁgure. GDumb [13] [ 29.5310.96 34.5210.87 | 31.8611.53 32.8510.75

BiC [3] 42.08 1088 21.97 1082 | 43.51410.63 21.2010.68

RM [8] 45.9240.56 18.5340.58 | 48.0140.78 16.70410.57

CLS-ER [10] | 45.8610.51 18.1910.6s8 | 475710514 17.1410.72

ESA (ours) |47.22 1950 16.8310.53 |50.0610.55 14.6510.65
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