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We propose SPBNet: 1-D spatial attention 
blocks for BCNNs.

The proposed attention block has low-cost 
1-D height-wise and 1-D width-wise 
convolutions, It has the attention bias to 
adjust the effects of attended features in 
×0.5 − ×1.5.

SPBNet shows that the biased 1-D spatial 
attention blocks can produce enhanced 
performance on both CIFAR-100 and 
ImageNet datasets by 2.7%@Top-1 and 
1.5%@Top-1,respectively.

Contributions

𝑠𝑝𝑟𝑠𝑝: biased spatial attention with 

reduction ratio 𝑟𝑠𝑝.

𝑐ℎ𝑟𝑐: biased channel attention with 
reduction ratio 𝑟𝑐.
𝑙𝑏: learnable bias for each channel.

Without teacher-student training, the 
proposed structure shows comparable 
performance to the baseline model using 
teacher-student training.

The cases only using the proposed 1-D 
spatial attention have good performance.

Results
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