
A PROPERTY-GUIDED DIFFUSION MODEL 
FOR GENERATING MOLECULAR GRAPHS

Objectives

Generate molecules exhibiting specific 
characteristics (properties) while 
maintaining optimal generative efficacy

Issues

The latent space of existing generators (upper)  
possesses semantics, allowing for Bayesian optimization 
to find desired molecules, whereas the diffusion model 
cannot, because its latent space (lower) has no semantics.

Methods

Model Architecture

Theoretical Foundation

initial reverse process

inject desired properties �

post-injection reverse process [1]

Results

Conclusions
Acknowledging the constraints of diffusion-based models 
in generating molecules with specific properties, we 
addressed the issue by:

1. Integrating a time-dependent classifier to guide the 
sampling process toward desired properties.

2. Extending to multi-property-guided molecular generation, 
enabling the concurrent satisfaction of multiple properties.

[1] Dhariwal et al. “Diffusion models beat gans on image synthesis”, NeurIPS (2021).
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