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pixel-level optical flow based schemes

Background

Motivation: optical flow network is not accurate and may introduce extra artifacts.
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Results

Ground Truth Coarse MV Refined MV

GT patch (Bpp/PSNR) w/o ILF (0.12/37.80) Ours (0.11/38.01)

X265(veryslow) (0.16/37.23) HM-16.20 (0.14/37.44) VTM-13.2 (0.11/37.62)
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⚫ Pixel-level optical flow based schemes: it replaces the block motion estimation in traditional video coding with pre-trained optical

flow model to estimate motion information. Inaccurate optical flow estimation may introduce the reconstructed artifacts.

⚫ Feature-level DCN based schemes: it utilizes the DCN to extract motion information by performing feature alignment in an

unsupervised manner. It is difficult to train in practice and results in offset maps overflow for lack of explicit guidance.

• We first propose a spatial-temporal motion

refinement (STMR) module to extract spatial

and temporal components to enhance the original

MV for prediction.

• We adopt the popular context coding scheme

instead of the residual coding scheme, mainly

because , H denotes the

Shannon entropy, and denote the current

and predicted frame, respectively.

• We propose an in-loop filter (ILF) module,

which removes compression artifacts.

• The experiments demonstrate the coding

performance of our proposed method.
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• HM-16.20, VTM-13.2 — official reference software of H.265/HEVC, H.266/VVC.

• The best result of learned method is highlighted.

• In terms of PSNR metrics, our proposed method achieves comparable results with VTM-13.2 and even exceed it on 1080p dataset.

• In terms of MS-SSIM metrics, our method is superior to previous SOTA methods (SPME[1], CANF-VC[2], DMVC[3],HDCVC[4]) by a larger margin.
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➢ We propose the learned video compression with spatial-

temporal optimization. In particular, spatial-temporal motion

refinement module is proposed to refine the MV.

➢ In-loop filter module is proposed to remove compression

artifacts and finally enhance the reconstruction quality.

➢ Qualitative and quantitative experiments have shown that our

method outperforms the recent learned methods in terms of

both PSNR and MS-SSIM metrics.
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• Our proposed modules all save

BD-rates to varying degrees.

• Right figure shows that refined MV

has a richer structural texture.

• One patch after using our method

is visually more like the ground

truth (GT) patch while consuming

fewer bits.

• Our method achieve the faster speed

(2.56 FPS) than other methods.

• we are slower than HDCVC[4] because

it removes the time-consuming multi-

frame enhancement module in the test.
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