RVAE-EM: Generative speech dereverberation
based on recurrent variational auto-encoder
and convolutive transfer function
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EM steps

» The task assigned to DNN is simplified based on the
deterministic relationship between the source speech and the
observed recordings.

Method

*Observation Model in Time-frequency Domain:

* EM iterations are consistently improving the estimation of clean

CTF (Convolutive Transfer Function) Approximation: speech and acoustic parameters.

source speech

P » EM algorithm reconstructs the phase, and revises the magnitude
Xe(n) = z He(p)Se(n —p) + Wr(n) of estimated spectrogram.
p=0
observation CTF filter noise » Unsupervised or supervised trained.
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X from latent variables Z.
RVAE (Recurrent Variational Auto-Encoder) Network:

Conclusion

A speech dereverberation method is proposed.

Models the prior distribution of dry speech S.

EM (Expectation Maximization) algorithm:

* Advanced performance In both unsupervised and supervised
categories.

Solves the model parameters iteratively.
Output:

*Shows the capability and potential of the proposed generative-
MAP (maximum a posteriort) estimation of dry speech S. observation model.
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