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High-resource language: e.g. ENG  Low-resource language: e.g. KOR

Preliminaries: (1) Multilingual STR: A task to recognize text from multiple languages in a word- or line-level scene image.

(2) Cross-Lingual Learning (CLL): A methodology for transferring knowledge from one language to another.
What we did:
1. Verified two general insights about CLL and showed that the two general insights may not be applied to multilingual STR.
2. Showed that CLL Is simple and highly effective for improving performance in low-resource languages.
3. Found the condition where CLL works well: the crucial condition for CLL Is the dataset size of high-resource languages,

(a) Monolingual training on a low-resource language
Korean (KOR) results in incorrect predictions.
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regardless of the kind of high-resource languages.

Two General Insights from Previous Works
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Performance change

According to MRN [1], joint learning on high- and low-resource
languages may make the model biased toward high-resource
languages. Therefore, it may result in poor performance in low-
resource languages.
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According to M-BERT [2], CLL works best between similar
languages.

- We Investigate CLL performance between similar languages
In linguistic typology and appearance.

We investigate the effect of CLL via joint and cascade learning.

Dataset statistics: we use MLT19[3] and SynthMLT[4] datasets.

They are simple and basic methods for CLL.

_ L _ _ _ Counttype CHI BEN HIN JPN ARA KOR LAT

e Joint learning Is to train a model using multiple datasets from —
tinle | Ml | Training 1.9K 2.6K 2./K 3.1K 35K 4.0K 28K
multiple languages simultaneously. Validation 204 341 320 337 408 455 3.4K
e Cascade learning is to train a model in one language and Evaluation 248 311 349 366 421 525 3.3K
then fine-tune the model in another language. Charset 1.6k 608 696 13K 141 878 85
For the cascade learning part, please see our paper. SynthMLT 33K 165K 54K 37K 202K 147K 211K

Model: CRNN (TPAMI’17) [1]
CHI BEN HIN JPN ARA KOR LAT Ave.

32 334 242 143 27.1 43 85.7)274
41.3 69.3 669 448 54.7 61.4 854 )60.5
83 326 316 17.8 369 122 — —

Model: SVTR (IJCAI’22) [7]
CHI BEN HIN JPN ARA KOR LAT Ave.

2.1 19.1 228 109 23.6 5.7 85.0|24.2
35.2 67.8 68.5 42.9 53.7 53.0 84.7 §58.0
4.1 19.5 229 125 265 101 — —

Qualitative analysis: LAT Is a high-resource language (28K).
The results below show the effectiveness of CLL.

Training data

Each lang. (Mono.)
All lang. (All, 46K)
All but LAT (18K)

Joint learning
on all

Joint learning
on all but LAT
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Input images Ground Truth

Results of joint learning: Simple joint learning drastically
Improves performance in low-resource languages!
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Model: CRNN (TPAMI’17) [1] Model: SVTR (IJCAI'22) [7]
CHI BEN HIN JPN ARA KOR LAT Avg.|CHI BEN HIN JPN ARA KOR LAT Avg.

97 35.1 31.8 195 402 159 20.9 6.0 23.0 250 145 293 11.8 20.2]18.5
20.1 51.8 49.7 28.0 42.8 355 422|38.6| 6.5 193 256 143 27.1 11.2 189 17.6
548 69.0 68.6 39.2 59.7 523 594 |57.6 56.6 62.3 63.3 41.5 50.1 49.2 57.2|54.3
10.3 409 37.6 19.0 40.2 159 23.0|26.7| 6.5 234 276 143 274 13.8 204 |19.1
3277 81.3 74.2 40.1 65.1 55.1 63.2|58.8|44.0 84.8 80.8 51.0 70.6 63.2 68.7|66.2
17.77 55.1 52.3 28.7 41.7 36.0 425|39.2| 5.8 223 263 139 28.1 11.1 19.2]18.1
36.4 742 78.7 41.4 5777 572 61.2|58.1[29.0 64.6 70.0 37.4 5277 44.6 55.3|50.5
194 559 539 305 41.8 392 435|406 | 6.0 209 252 14.6 273 1277 19.0| 18.0
39.2 703 715 548 59.3 598 63.7]59.838.6 66.9 70.2 56.7 553 539 62.7|57.7
13.5 464 439 264 419 316 394|347 64 199 258 143 288 13.1 19.4|18.2
+202K S-ARA (222K) 324 71.1 72.1 37.2 822 540 58.7[58.2]33.7 69.2 70.8 40.8 82.7 50.0 57.4[57.8

+ 2K S-KOR (22K) 31 10.2 374 35.0 19.6 38.8 194 20.7§259§ 6.4 232 258 14.0 282 14.9 20.9§19.1

409 752 73.6 457 652 804 64.3 50.7 81.0 78.4 53.5 73.6 82.5 69.669.9

Joint learning with additional data, SynthMLT [4]:

e The crucial factor for CLL Is the number of samples in high-
resource languages rather than the similarity between languages.

e \We assume this Is because the essential knowledge of STR Is
distinguishing text in the image and can be learned from any language.

Training data

Base (20K)

+ 2K S-CHI (22K)
+ 33K S-CHI (53K)
+ 2K S-BEN (22K)
+165K S-BEN (185K)
+ 2K S-HIN (22K)
+ 54K S-HIN (74K)
+ 2K S-JPN (22K)

+ 37K S-JPN (57K)
+ 2K S-ARA (22K)
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