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Task: Multilingual Scene Text Recognition (Multilingual STR)

Preliminaries: (1) Multilingual STR: A task to recognize text from multiple languages in a word- or line-level scene image.

      (2) Cross-Lingual Learning (CLL): A methodology for transferring knowledge from one language to another. 

What we did: 

1. Verified two general insights about CLL and showed that the two general insights may not be applied to multilingual STR.

2. Showed that CLL is simple and highly effective for improving performance in low-resource languages. 

3. Found the condition where CLL works well: the crucial condition for CLL is the dataset size of high-resource languages,  

               regardless of the kind of high-resource languages.

Experimental Settings and Results

Results of joint learning: Simple joint learning drastically 

improves performance in low-resource languages!  
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Two General Insights from Previous Works 

⚫ The crucial factor for CLL is the number of samples in high-

resource languages rather than the similarity between languages.

⚫ We assume this is because the essential knowledge of STR is 

distinguishing text in the image and can be learned from any language.
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(a) Monolingual training on a low-resource language

     Korean (KOR) results in incorrect predictions.

(b) Cross-Lingual Learning (CLL) from a high-resource

      language English (ENG) to KOR leads to correct predictions.

According to MRN [1], joint learning on high- and low-resource 

languages may make the model biased toward high-resource

languages. Therefore, it may result in poor performance in low-

resource languages. 

According to M-BERT [2], CLL works best between similar 

languages. 

→ We investigate CLL performance between similar languages 

in linguistic typology and appearance.

Qualitative analysis: LAT is a high-resource language (28K).

The results below show the effectiveness of CLL.

Dataset statistics: we use MLT19[3] and SynthMLT[4] datasets. We investigate the effect of CLL via joint and cascade learning. 

They are simple and basic methods for CLL. 

⚫ Joint learning is to train a model using multiple datasets from 

multiple languages simultaneously. 

⚫ Cascade learning is to train a model in one language and 

then fine-tune the model in another language.

For the cascade learning part, please see our paper.

Joint learning with additional data, SynthMLT [4]:
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