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⚫ We introduce Stethoscope-Guided Supervised Contrastive Learning (SG-SCL), 

which aims to alleviate decreased performance arising from different stethoscope 

(recording device) types from the cross-domain perspective.
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Stethoscope-Guided Supervised Contrastive Learning for 

Cross-domain Adaptation on Respiratory Sound Classification

Motivation

1. Domain Adaptation (a.k.a. DANN [1])

Method

2. Supervised Contrastive Learning (SCL) [2]

Quantitative Results

⚫ ℒDAT = ℒCE + 𝜆ℒDA

where ℒCE = −σ𝑖=1
𝑛 𝑦𝑖log ො𝑦𝑖 and ℒDA = −σ𝑖=1

𝑛 𝑑𝑖log መ𝑑𝑖 are CE loss with lung sound 

label 𝑦 and stethoscope domain label 𝑑, and the predicted probabilities ො𝑦 and መ𝑑 are 

obtained by label and domain classifiers, 𝜆 is a domain regularization parameter with 

reversal gradients, respectively.

1. DAT (Domain Adaptation Training)

2. SG-SCL (Stethoscope-Guided SCL)

⚫ ℒCL = σ𝑖∈𝐼−log
1
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where index 𝒊 is the anchor index from 𝐴 𝑖 ≡ 𝐼 ∖ {𝑖}, 𝑷 𝒊 ≡ {𝑝 ∈ 𝐴(𝑖): 𝑑𝑝 = 𝑑𝑖}

represents the collection of all positive samples within the multi-viewed batch that 

corresponds to the 𝒊–th sample, 𝒛 is the encoder output, 𝒆 and 𝐬𝐠𝐝(⋅) denote the 

exponential function and stop-gradient operation, 𝒉 is projector, both 𝒛 and 𝒉 have the 

same dimension, and the final loss is 𝓛𝑪𝑬 + 𝝀𝓛𝑪𝑳.

Fig. 1: Overview of our works Table 1: ICBHI dataset statistics
⚫ We got the best result when the stop-gradient was applied to the target representations 𝒛𝒑 , 

which are the second augmented samples from same source in the multi-viewed batch.

⚫ We found that allowing gradient flows through both anchor 𝑧𝑖 and target representations 

𝑧𝑝 simultaneously did not show an improvement (4th rows in Table 2).

Table. 2: SG-SCL performance based on two factors: anchor representation 𝑧𝑖 and that of target 𝑧𝑝

Fig. 4: Overall illustration of proposed SG-SCL for cross-domain adaptation

Table 3: Respiratory sound classification performance according to different architectures using CE, DAT, and SG-SCL

⚫ We trained CE, DAT, and SG-SCL methods on different architectures with the ICBHI

dataset under the same conditions without additional learning techniques.

⚫ As a result, the proposed SG-SCL method achieved the best Score in all architectures.

Table 4: Comprehensive comparison of the ICBHI dataset for the respiratory sound classification task (60-40% official split)

⚫ In the 4-class evaluation, the proposed SG-SCL achieved a 61.71% Score.

⚫ Our SG-SCL achieved a state-of-the-art Score with a 68.93% in the 2-class evaluation.

⚫ Moreover, the proposed SG-SCL obtained the highest Sensitivity (𝑺𝒆) in both 4-class and 

2-class evaluations, suggesting that our method is the most accurate model for actually 

classifying abnormal respiratory sounds.

Qualitative Results
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⚫ The AST fine-tuning results in Fig. 5 (a) show that the representations are clustered 

according to the stethoscopes, while our SG-SCL results in Fig. 5 (b) are well mixed 

regardless of the recording device type.

Fig. 5: T-SNE results on ICBHI test set for stethoscope labels

Fig. 2: Domain-adversarial training of neural networks architecture [1]

Fig. 3: Self-supervised contrastive learning vs. supervised contrastive learning [2]
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