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ENERGY consumption during deep learning model selection, training, and deploy-
ment has surged recently [2, 3]. In response, we introduce EC-NAS [1], a spe-

cialized tabular benchmark for Neural Architecture Search (NAS) that foregrounds
energy efficiency. Tabular benchmarks, by virtue of pre-computed performance met-
rics, enable cost-effective NAS evaluations. EC-NAS goes a step further, integrating
energy consumption data across diverse architectures with Carbontracker.

Figure 1: Scatter plot of CNNs: energy (E) vs. performance (Pv). Red ellipse: high performance, high energy. Green
ellipse: optimized energy with minor performance drop.

Surrogate Model for Energy Estimation

Our EC-NAS benchmark employs a surrogate model to efficiently predict energy
consumption for models within the NAS-Bench-101 dataset [4].

Figure 2: Scatter plot depicting the Kendall-Tau correlation coefficient between predicted and actual energy consumption
(left) and the influence of training data size on test accuracy (right). Error bars are based on 10 random initializations.

Dataset Insights

Operation substitutions in deep learning architectures affect performance and en-
ergy, showing energy efficiency extends beyond training time.
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Aggregated Impact on Validation Accuracy

Figure 3: The impact of swapping one operator for another on energy consumption, training time, validation accuracy,
and parameter count. The figure illustrates how changing a single operator can affect the different aspects of model perfor-
mance, emphasizing the importance of selecting the appropriate operators to balance energy efficiency and performance.

Hardware Consistency

Energy trends remain consistent when evaluated across multiple generations of
hardware configurations.

Figure 4: Energy consumption of models with DAGs where |V | ≤ 4 on different GPUs. Models are organized by their
average energy consumption for clarity.

Multi-Objective Optimization in NAS

Through EC-NAS and algorithms like SEMOA, we delineated the Pareto front,
capturing the balance between energy consumption and accuracy.
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Figure 5: (Left) A representation of the Pareto front for one of SEMOA’s runs. (Right) Summary of metrics for the
extrema and knee point architectures for SEMOA from one of the runs.

Conclusion

• Prioritizing Energy: We stress the
imperative of energy efficiency as a
comprehensive indicator than train-
ing time, especially in the context of
environmental sustainability.

• Benchmark Utility: Our EC-NAS
benchmark offers researchers a
valuable dataset, promoting energy-
aware decisions in NAS.

• Balancing Act: Multi-objective op-
timization techniques allow for a
clearer understanding of the trade-
offs between energy consumption
and model performance.
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