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Introduction Experiments

- Voice Pathology Detection (VPD) « Experiment on Saarbrucken Voice Database (SVD)

. Voice pathology is a common and significant problem - This improvement was because the continual learning reduced
. With voice aualitv. pitch. and loudness the domain gap between the conversational speech for the pre-
% y> P o training and the pathological speech for the downstream task
* Due to abnormally vibrate in vocal folds

Model ALL ORGANIC Avg.
_ _ _ _ SVM [2 69.74 76.44 73.09
* Problem on fine-tuning the SSL model: Domain shift ResNgtS]O 2) 69 27 70 87 70 07
- When fine-tuning pre-trained models to specialized or narrow Vanilla 81.12+1.12 81.77£0.97 81.45
target domains, the available datasets are significantly smaller TAPT 82.21+0.94 83.14+0.74 82.68
- The distribution of the downstream task is different from that A-TAPT (Lp) 84.97:0.62 8592055 8545
of the pre-training task _ _
- Leads to poor performance on the downstream task » Contribution of each transformer layer
« The top layers in a transformer
« Contribute the most for content and semantic tasks
Pre-training  =—» Continual learning =»  Fine-tuning  The lower layers
‘ ‘ ‘ « Have great impact on speaker characteristics
. . : L' 1 2 3 4 5 6 7 8 9 10 1 12
Conversational Speech Pathological phrase Pathological vowel Model 0.0774
Vanilla 0.0772
0.0770
TAPT 0.0768
- Motivation: task adaptive pre-training (TAPT) - 0.0766
- 0.0764
- Inspired by based on TAPT [1], which aims to bridge the gap
between pre-training and the target domain by continually
learning the pre-trained model on the target dataset - Continual learning iterations
« TAPT

« TAPT does not necessarily improve performance and degrade . . .. . .
the performance of the downstream task as the number of It degraded with a large standard deviation at iteration range of

ntinual learning iterations incr 30K~50K
continual learning iterations increases . A-TAPT

* It resulted in consistent improvement in the UAR as the number
of continual learning iterations increased

Proposed Method
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- Continual Learning Based on adversarial regularization g5/ == ATAPT
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Z(®o ® @ ° ; I - Applying Ly ., resulting in performance degradation
e ©6 o & o o o s oo e . « z. and Z, may belong to different codevectors
X 7 o T e e e T e Model E ALL ORGANIC
- Perturbations to the transformer A-TAPT (Lg o) 107 80.47+1.38 81.41+1.24
& A-TAPT (L ) 10~* 84.97+0.62 85.92+0.55
_ —4
LR c=— _max ls (Slm(C(Zt), qt),Sim(C(Zt), qt)) A-TAPT (LR,O + LR,C) 10 31.49+1.31 32.24+1.13
T n&laznd<e
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