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• Talking face generation aims to generate face videoes with accurate synchronization between
the lip motion and the driving audio input.

• Due to co-articulation, where articulation of the current speech segment changes due to the
neighboring speech, the visual articulatory movements including the lips are affected by the
neighboring phones (i.e. either interchanged or natural blend in).

• The paper investigates phonetic context in lip motion for talking face generation to improve
spatio-temporal alignment of the lip motion.

METHODOLOGY

INTRODUCTION

EXPERIMENTS

Audio-to-Lip Module
• The Audio-to-Lip module, 𝑓𝑓𝜃𝜃, translates audio to visual lip units, and associates 

phonetic context while establishing the audio-lip correlation. 
• Motivated by the masked prediction in context learning, we process the audio into 

frame-level mel-spectrograms, 𝐀𝐀𝑇𝑇, and corrupt the audio as : �̃�𝐀𝑇𝑇 = 𝑟𝑟 𝐀𝐀𝑇𝑇 ,𝑀𝑀 .
• The Audio-to-Lip module translates the corrupted audio units into contextualized lip 

motion units, �̃�𝐞𝑇𝑇 = 𝑓𝑓𝜃𝜃 �̃�𝐀𝑇𝑇 , which is guided to predict the corresponding ground 
truth lip motion units, 𝒁𝒁𝑇𝑇𝑣𝑣 , of the masked timestep as : ℒ𝑎𝑎2𝑙𝑙 = ∑𝑡𝑡∈𝑀𝑀 𝐳𝐳𝑡𝑡𝑣𝑣 − ẽ𝑡𝑡 2.

• The ground truth lip motion units, 𝒁𝒁𝑇𝑇𝑣𝑣 , are extracted from a visual encoder 
pretrained using contrastive learning between video frames and corresponding 
audio frames.  

Implementation Details
• We train and test on LRW, LRS2, and HDTF. Videos are

processed into face crops of 128x128 in 25fps. The audio is
processed into frame-level mel-spectrograms with window
size of 400 and hop size of 160 in 100fps.

Context-Aware Lip-Sync (CALS) Framework

Lip-to-Face Module
• The Lip-to-Face module, 𝑓𝑓𝜙𝜙, synthesizes face frames with the context-aware 

lip motion units drawn from the Audio-to-Lip module as : �̂�𝐈𝑇𝑇 = 𝑓𝑓𝜙𝜙 𝐞𝐞𝑇𝑇 , 𝐟𝐟𝑇𝑇𝐼𝐼 .
• The identity frame, 𝐟𝐟𝑇𝑇𝐼𝐼 , is a random reference frame concatenated with a 

pose-prior (target face with lower-half masked). 
• Since the lip motion units, 𝐞𝐞𝑇𝑇 , have attended to every other phones in the 

context, the generated dynamics are more temporally stable and consistent. 
Total Loss

Results
• We analyzed the extent to which the phonetic context assists in

lip synchronization, complementing the missing audio, and
verified the effective window size to be approximately 1.2 s.
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