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Context
• Surveillance: detection of aircrafts on infrared (IR) images
• Applications: military intelligence, anti-collision systems, decision-making tools

Application-related locks
• Small and rare targets with low contrast compared with the background
• Complex and textured backgrounds (clouds, vegetation, buildings…)
• Very few annotated data (thermal-IR, multispectral), high annotation costs 

Fig. 1: Images taken from the publicly available SIRST dataset [1]. 
The target is drowned in cluttered and challenging backgrounds.

Proposed method
A contrario paradigm

• Detecting what differs from the naive modelling of the background [2]
• Usual case - binary image:

- Naive model = Bernoulli distribution
- Detection of unexpectedly dense structures in terms of pixels with value 1

Fig. 2: Illustration of the Gestalt laws. An abnormal grouping of 
points allows us to perceive objects in a scene. [3]

Differentiable integration of the a contrario criterion into YOLO [4] framework

• State-of-the-art results on SIRST 

• Robustness towards few-shot training
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Object-level NFA head (OL-NFA)

• Fuzzy belonging coefficients
• Significance rather than NFA

• Specific activation function

Perspectives
• Adapt the a contrario block for other detection

backbones [5], test other naïve models
• Limit the drop in performance observed for large

object detection

Results for few-shot setting
➢ Our OL-NFA detection head significantly improves the performance

in a few-shot training
➢ This is because our network learns a representation of background

elements rather than the targets themselves

Results
➢ Our OL-NFA head bridges the

performance gap between SOTA
segmentation and detection
methods

➢ It controls the number of false
alarms while mainting a high
detection rate
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