
2. RELATED WORK
CNN-based and Transformer-based Forecasting method
• CNN is good at modeling local features.
• Transformer has the ability to capture long-term dependencies.
Frequency Enhanced Forecasting Model
• FEDformer falls short of fully exploiting periodic patterns in the signa
• TimesNet is based on Fourier transform, and thus only captures the global frequency of 

the entire time series and ignores local frequency variations.
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1. MOTIVATION

(1) Inadequacy in Existing Time Series Forecasting Methods:
Current models, mainly relying on Fourier transforms, fail to capture 
local periodicity, essential for accurate long-term forecasting.

(2) Need for Integrated Global and Local Periodic Analysis
A gap in existing methods: the necessity to combine the global perspective 
of Fourier transform with the local insight of wavelet transform for comprehensive 
time series analysis.

(3) Innovation with WFTNet:
Introduction of Wavelet-Fourier Transform Network (WFTNet) incorporating both 
Fourier and wavelet transforms, along with a unique Periodicity-Weighted 
Coefficient (PWC), to significantly enhance long-term time series forecasting accuracy.

3. PROPOSED APPROACH

4. EXPERIMENTS

Significance of PWC
(Ablation Study)

Experiment settings
• Dataset: Electricity Transformer Temperature (ETTh1, ETTh2, ETTm1, ETTm2), Traffic, ECL, and Weather.
• Baseline: TimesNet, ETSformer, DLinear, FEDformer, Autoformer.
• Setups: look-back window length is set to 96 for all baselines. Prediction length is set to {96, 192, 336, 720}.
• Metrics: Mean Square Error (MSE) and Mean Absolution Error (MAE).

WFTNet: Exploiting Global and Local Periodicity 
in Long-term Time-Series Forecasting
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Overall architecture of WFTNet (left) and details of WFTBlock (right). The encoder and decoder manage input normalization, embedding, and output 
projection. WFTBlocks transform the 1D time series into 2D representations using FFT for global periodic patterns and CWT for local features.

WFTNet
• Employs several WFTBlocks in a 

residual way

• Each WFTBlock use Fourier and 
wavelet transform to capture global 
and local information.

• Periodicity-Weighted Coefficient 
(PWC) adaptively balances global 
and local information. 

ECL has stronger periodicity compared with ETTh2

• Fourier-Only is advantageous for the ECL, which has the 
stronger periodicity.

• Wavelet-Only proves more beneficial for the less periodic 
ETTh2 datasets.

• WFTNet, by leveraging PWC for dynamic feature balancing, 
consistently outperforms these specialized branches.


