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Summary
• We introduce spatial_scaper, a library for

SELD data simulation and augmentation via
real and simulated room impulse responses

• We demonstrate comparative benefits for
various forms of data augmentation for training
SELD models

• We show progressive performance
improvements for increasing room variety when
training SELD models

Sound Event Localization and
Detection (SELD)

SELD is the the joint task of identifying the time and
class of an event, and estimating it’s direction-of-
arrival. SELD sees use in many fields, ranging from
bioacoustics, to urban monitoring, machine fault de-
tection, and assistive devices for the hard-of-hearing.
As modern methods for SELD trend towards highly
parametrized models, i.e. deep neural networks, the
data requirements for strongly-labeled spatial audio
data are higher than ever. Real data is costly to pro-
duce and annotate, and is further limited by micro-
phone configuration, room geometry, and acoustic
class diversity. An alternative to field recordings is
convolving spatial room impulse responses (SRIRs)
with mono audio, but limited SRIR datsets similarly
limit our data scale. To ameliorate this, we present
spatial_scaper, a library for generating high vol-
ume spatial audio from prerecorded SRIRs, simulated
SRIRs, and augmenting these datasets using audio
deformation and rotation.
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Key Contributions / Features

•Spatial audio generation from any pre-recorded SRIR datasets
•Simulated SRIR generation for user-chosen room and microphone array specs
•Augmenting SRIR/spatial audio datasets via audio deformation and rotation

Comparison of Features with Other Acoustic Simulators

External
SRIR Support

Custom
Mic Arrays

Custom
Rooms

Dataset
Augmentation Required Data

spatial_scaper ✓ ✓ ✓ ✓ SRIRs or Room Specs
DCASE Generator [4] ✗ ✗ ✗ ✗ SRIRs
SoundSpaces 2.0 [2] ✗ ✓ ✗ ✗ RGB-D (Matterport/Replica)
ThreeDWorld [3] ✗ ✗ ✓ ✗ Room Specs

Spatialize some audio with spatial_scaper today:

Data Augmentation
Data ER F LE LR
Original DCASE2020 0.71 20.2 47.0 40.5
spatial_scaper 0.71 19.8 46.5 34.0
+Channel Swapping 0.59 31.7 29.5 31.2
+Pitch Shifting 0.67 17.8 48.4 36.9

SELDnet[1] performance on the STARSS23[5] “dev-test-sony“
as a test split for different versions of training data used.

Room Diversity via Simulation

Performance as a function of adding rooms (i.e. increasing
acoustic diversity) to the training split.
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