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l CRN typically employs consecutive downsampling and upsampling convolution for frequency modeling, which destroys the inherent structure 
of the signal over frequency. 

lHao et al. [1] propose FullSubNet, due to the introduction of full-band and sub-band model, these methods lead to a large number of  parameters, 
increasing the complexity of the model.

lWe propose an innovative module combing a State space model and Inplace Convolution [2] (SIC), and to replace the conventional convolution 
in CRN, called SICRN. 

l The experimental results demonstrate notably high evaluation scores. Notably, this achievement is attained with less than 1/2 the parameters and 
1/7 the computational complexity of FullSubNet.

Introduction

Fig. 1: Overview of the proposed SICRN system

Proposed Method

Experimental Results

Table 1: The performance in terms of WB-PESQ [MOS], NB-PESQ [MOS], STOI [%], and SI-SDR [dB] on the DNS challenge test dataset.

Table 2: Comprehensive comparison with FullSubNet. Table 3: Ablation experiment(With Reverb). Table 4: Ablation experiment(Without Reverb).

Replace the S4ND block in the SIC block with inplace convolution and name it IICRN.

Conclusion
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l We propose an innovative model combing a state space model and inplace convolution, called SICRN. 
l This network avoids downsampling operations throughout its architecture.
l The experimental results demonstrate superior performance achieved with fewer parameters and computational resources.


