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lWe propose a noise-aware speech separation (NASS) method 
to make use of the noise information and the mutual information.
lNASS consists of an additional noise output (ANO) and patch-

wise contrastive learning (PCL) to further separate in detail. 
lNASS achieves 1 to 2dB SI-SNRi or SDRi over DPRNN and 

Sepformer on WHAM! and LibriMix noisy datasets, with less 
than 0.1M parameter increase.
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